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Abstract

By large tsunami damage on the Great East Japan Earthquake on March 11, 2011, many
existing network systems stopped their functions by various factors. Even under such
circumstances, some of the information communication means which include satellite
communication were able to quickly and effectively recover from the network disconnection.
However, since most of the communication means have both strong and weak characteristics, only
a single communication means does not always perform its functionality when the situation of the
disaster changes in temporal and spatial. In addition, due to the energy shortage of battery or
lack of knowledge how to use the system, the emergency information communication system may
not be available. Therefore, it is important to design a system available on ordinal situation by
providing enough Network Capacity. We develop Never Die Network (NDN) system that is a new
network system to achieve both the Network Capacity in normal situation and the Network

Connectivity in disaster situation based on the experience from Great East Japan Earthquake.

NDN system can accommodate a plurality of different Internet access networks based on the
experience of the Great East Japan Earthquake. NDN system comprising a plurality of different
access networks is always measures the state of each Internet access networks. If the amount of
measurement packet increased, there is a problem that inhibits the communication from the
network user to be transferred on the NDN system. In addition, the application requirement to the
disaster information network is constantly change. NDN system requires the ability to select the
best Internet access network. By understand the disaster area of network status. In addition, it is
necessary to respond to the changes in the application requirements of the network users.
Moreover, under accidental conditions, temporary communication systems such as mobile
communications vehicle is assumed down by many communication requests occurred against
capable of providing network capacity. However, to be communication should be processed with
priority in the disaster situation. NDN system must to execute the process to recognize the priority
of the communication packet and the offloading packet based on the traffic. The system will be
adopted quickly and lightweight network performance measurement method. And, we realize the
network performance measurement method that does not interfere with the packet flow over the
NDN system by detecting a break in a communications session through the NDN on the system
using OpenFlow technology. Furthermore, we propose a method to autonomously derive optimum
packet flow based on the network measurements in consideration of application request to the
network. We realize a method for priority processing in consideration of rights and priorities by
determining the communication user or application using OpenFlow technology. We prepared a
test bed that implements a prototype system, and evaluated the performance based on a disaster

scenario.



