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Abstract

Feature selection is one of the essential preprocessing tasks in machine learning and
pattern recognition problems for reducing the dimensionality of the data. It re-
moves irrelevant and redundant features leading to simplified classification process
and improved accuracy. Several feature selection algorithms have been proposed so
far but for any particular problem, the quality of the selected feature subset varies
from algorithm to algorithm. Usually, the quality of the feature selection algorithm
is evaluated by reduction of cardinality of the selected feature subset, improvement
of classification accuracy or the reduction of algorithm complexity (computational
cost). But stability of feature selection algorithm is another important characteris-
tic which needs to be considered for evaluation of any feature selection algorithm.
Stability refers to the robustness of the selected feature subset to small changes in
the training set or set of various parameters of the algorithm. A stable feature se-
lection algorithm is supposed to select the same subset of features for a particular
problem irrespective of any changes in the training set of samples or parameters
of the algorithm. Selection of stable feature subset is especially required when the
physical meaning of the features are important.

Various metrics have been developed so far for measuring the stability of a
feature selection algorithm. In this work, an extensive analysis of stability of various
types of feature selection algorithms (filter ranked based, filter subset based, and
wrapper based algorithms) has been done with various stability measures. It has
been found that filter rank based feature selection algorithms possess better stabil-
ity than others, Jeffries-Matusita (JM) distance based feature selection being the
best. JM distance is then verified as an efficient feature selection tool by using the
simulation experiment for binary classification problems. A multiclass extension of
JM distance has also been proposed as a feature selection algorithm which is found
to perform better compared to the previous multiclass extensions of JM distance
and other rank based filter approaches. Finally the critical analysis of different sta-
bility metrics has been done in which the desired properties of stability metrics are
analyzed to determine which stability metrics follow which properties. The limita-
tions of various similarity-based stability metrics are analyzed based on their desired
properties. A correction, as well as a novel extension of similarity-based stability
metric, Lustgarten measure, an extension of the most popular Kuncheva index, is
proposed. The proposed new stability metric fulfills all the desired properties of sta-
bility metrics and removes the limitations of other metrics. The proposed stability
metric has also been verified and found to be the best among the existing stability
metrics by simulation experiments with different bench mark data sets.
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Chapter 1

Introduction

1.1 Background

Feature selection is the process of selecting relevant features or reducing the num-

ber of attributes for model building, which plays a very important role in machine

learning, data mining or data analysis. For the analysis of high dimensional datasets

coming out from different fields, it is preferable to predict appropriate features with

short run time and interpretability to disregard the irrelevant and redundant fea-

tures. If the selected features are very relevant to predicting the target, then the

predictive accuracy of the model will not decrease. Besides this, if redundant or

irrelevant features are removed, then the predictive accuracy will also increase.

On the other hand, there are many feature selection algorithms for selecting

reliable features, and the selected feature subset varies from algorithm to algorithm.

Feature selection algorithms can be broadly classified into two different ways: rank-

based approach and feature subset approach. The Rank-based approach ranks each

feature using a measure and then selects the top k features from the original feature

set. On the other hand, the feature subset aims to find the optimum feature subset

using different search approaches. The feature selection approach is also grouped

into three different approaches based on feature evaluation, namely filter, wrapper

and embedded approach. A feature selection algorithm is often considered best
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when its generated feature subset produces better classification accuracy. However,

another important parameter for evaluating a feature selection algorithm is its sta-

bility in a different run. A feature selection algorithm with good stability means

that the algorithm shows consistency in producing key features.

In some practical fields, features are analysed with expensive studies, where

it is desirable to keep the number of features as small as possible. In this case, the

main objective of feature selection is to select a small set of feature subsets, where

all relevant features are present but irrelevant, or redundant features are absent.

Another important issue of feature selection is the sensitivity of feature selection

algorithms due to the small changes of training data . In general, if the selected

feature subset changes radically due to the small change of training data, the feature

selection process is unstable. On the other hand, if the selected feature subset is

static though the training data changes, the process is stable. In different application

areas such as microarray classification [1], molecular profiling [2], biomedical fields [3]

and linguistics [4], stability analysis is very critical. In this case, the main objective

of feature selection is to select a stable feature subset.

1.2 Problem Statement

The stability measurement of feature selection algorithms plays a critical role in

data analysis as it ensures that the feature selection algorithm is trust-able or not.

This is because if small changes in training data cause a large change in output of

feature selection, then how can we trust that the selected features are appropriate.

Therefore, selecting the stable features/genes for further reproducible research in

biomedical applications is very important. In the work of Jurman et al., it is stated

that a stable gene set is as crucial as to have predictive power [2]. Goh and Wong [5]

recommend statistical feature selection with stability analysis as equally important

as to improve the quality of the selected features. This is the key point and purpose

of studying stability.

2



One crucial question is whether existing stability algorithms can sufficiently

define the stability of feature selections. Another concern is which of the feature

selection algorithms is the most stable. It is not straightforward because several

issues have to be addressed explicitly to find the appropriate answer. For this

reason, different feature selection algorithms are required to study on the basis of

stability measurement, and it is necessary to identify a better stability index that

can effectively define the stability of a feature selection algorithm.

1.3 Objectives

The aim of the thesis is to analyze the stability of different feature selection algo-

rithms, the details are as follows:

• To explore the stability of different feature selection algorithms using different

stability metrics

• To find out the shortcomings of the different stability metrics and improve

them

• To develop stable feature selection algorithm

1.4 Contributions

The contributions drawn from the present research are summarized below:

• Assessment of the feature selection algorithms regarding their stability.

• Proposal of an extension of a stable binary class feature selection algorithm to

multi-class problems.

• A critical analysis of different stability metrics according to their desirable

properties to find out their limitations.
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• Proposal of a novel stability measure based on a well-known stability metric

to overcome the limitations of the existing measures.

1.5 Overview of the Thesis

The thesis organization is as follows. In Chapter 2, background and related work

of feature selection and stability analysis are highlighted. Chapter 3 discusses the

stability measure of feature selection algorithms with simulation experiments. At

first we calculate the stability of filter ranked based feature selection algorithm.

This work reveals that Jeffries-Matusita (JM) distance shows better stability than

other measures. After that a comparative study on the stability of both filter based

and wrapper based feature selection algorithms have been done. From this work,

it is pointed out that filter ranked based feature selection algorithms give better

stability than filter subset based and wrapper based approaches. Chapter 4 presents

the critical analysis of different stability metrics used for stability measurement of

the feature selection algorithms. In this chapter, the limitation of various stability

metrics are discussed in detail with the desirable properties of stability measures,

and a correction is proposed. While assessing stability measures, it is found that JM

distance produces better stability than other filter ranked based stability measures.

For this reason, JM distance has been examined as a feature selection tool for binary

class problems, and it is discussed in Chapter 5. In this chapter, a new JM distance

based feature selection algorithm for multiclass problems has been proposed and

compared with previous JM distance based multiclass extensions and other filter

based feature selection algorithms. Chapter 6 provides a conclusion and future

directions for further research.
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Chapter 2

Feature Selection and its Stability

2.1 Introduction

This chapter presents the field of research related to this thesis. First, the prelimi-

naries of feature selection algorithms and the concept of stability are presented. An

overview of the literature related to feature selection has been described in brief.

This chapter also provides the work related to the stability of feature selection al-

gorithms.

2.2 Feature Selection

With the rapid development of science and technology, the amount of generated data

in every sphere of life has been increased tremendously, which causes the classifica-

tion or mining of data increasingly difficult. These data are often high dimensional,

making their analysis more complicated and computationally costly. The data need

to be preprocessed to get rid of redundant and irrelevant information. Feature se-

lection is the most important processing step prior to classification or clustering for

any pattern recognition or data mining problem [6] [7]. This is a process of dimen-

sionality reduction in which discriminatory and relevant information is retained by

discarding redundant and irrelevant information leading to better performance of
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the classification model in terms of classification accuracy as well as computational

cost [8] [9]. Figure 2.1 shows feature selection process.

  Original dataset 
with Full Features

Feature Selection 
Algorithm

     Dataset with 
Selected Features 

Figure 2.1: Feature Selection process

There are mainly three types of feature selection approaches. These are

filter-based feature selection, wrapper-based feature selection, and embedded tech-

niques [10]. The filter approach uses an independent evaluation measure for evalu-

ating features subsets without involving the classifier. The wrapper approach uses

the classifier accuracy as the evaluation function for selecting the feature subset.

Although efficient, the wrapper is computationally expensive compared to the filter

approach. Embedded approach, however, selects feature during the training of the

classifier. Figure 2.2 shows different type of the feature selection algorithm.

All
 Features

Select the best 
features

Learning 
algorithm

Performance
Evaluation

Filter

(a) Filter Approach

All
 Features

Select features
(iteration)

Learning 
algorithm

Performance
Evaluation

Wrapper

(b) Wrapper Approach

All
 Features

Select the best 
features

Learning algorithm
+

Performance

Embedded

(c) Embedded Approach

Figure 2.2: Types of Feature Selection approach

Based on the selection process of the optimal feature subset, two main ap-

proaches exist, rank based and search based. Rank based approaches evaluate each
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feature independently, rank them according to their merit/goodness and then select

an appropriate portion of the top ranked features to form the final feature subset.

Though simple and computationally light, rank based approaches ignore the inter-

action between features and cannot guarantee the optimality of the selected subset.

Moreover, some strategies need to be adopted to fix the optimum percentage of top

ranking features to be selected. According to [11], the best two individual features

do not produce the best feature subset of two features. An exhaustive evaluation of

all possible feature subsets can only guarantee the optimality of the selected feature

subset. But for high dimensional data, it leads to an explosion of computational

time with increasing dimension of data. To solve this combinatorial optimization

problem, a lot of search algorithms have been developed so far for the selection of

optimum feature subset, which include mainly statistical or mathematical and soft

computing based techniques.

The feature evaluation measures for filter approaches are generally clas-

sified into four categories such as distance based, dependency or relevance based,

information theoretic and consistency measure [12]. Distance based evaluation mea-

sures include class separability measures such as divergence or Kullback-Liebler dis-

tance, Bhattacharyya distance, Jeffries-Matushita distance, Mahalanobis distance.

Dependency based measures consider correlation or similarity of a feature to a class.

Information theoretic measures determine the information gain of a feature by its

inclusion. Consistency based measure penalizes inconsistent features where incon-

sistency is defined as two instances having the same feature values but different class

labels. Some efficient popular filter evaluation measures used for feature ranking are

Mutual Information (MI), Information Gain (IG), Gain Ratio (GR), Symmetrical

uncertainty (SU), Chi-squared (CS), One-R, Relief, Jeffries-Matusita (JM) distance

and Correlation [13].

2.2.1 Feature Selection Techniques

This sub section describes different types of feature selection techniques, many of

which are employed in this thesis.
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A. Filter based feature selection

• Mutual Information:

Mutual Information is an information theoretic measure which expresses the

dependency of one variable on another variable. If mutual information is used

between a feature and the class, then this gives one basis to measure relevance

of a feature. Mutual information can be calculated as follows:

MI(Class, A) = H(Class) +H(A)−H(Class, A) (2.1)

H indicates entropy, entropy of a random variable is calculated as:

H(A) = −
∑
a

Pa(A)logpa(A) (2.2)

Mutual Information is one of the most used measures in feature selection.

Over the years, there have been several improvements over mutual information.

Normalized mutual information maps the value of mutual information between

0 and 1. The work produced by Estévez et al. [14] is an important reference

of feature selection using Mutual Information.

There are other information theoretic measures like information gain and sym-

metrical uncertainty which are minor variation of the same concepts.

• Information Gain (IG): Information gain is a theoretical measure which shows

how much information a feature provides us about the class. It is measured

in terms of reduction of entropy achieved by learning a feature A. It can

also be defined with mutual information. IG is symmetrical in nature. The

information gain of feature A for the class labels Class is as follows [15]:

IG(A,Class) = H(A)−H(A|Class) (2.3)

where, H indicates the entropy.

• Gain Ratio (GR):
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Gain Ratio (GR) is a non-symmetric measure, which defined as the ratio

between the information gain and the entropy of A as [16]:

GR =
IG

H(A)
(2.4)

• Symmetrical Uncertainty (SU):

Symmetrical Uncertainty (SU) compensates for information gain bias toward

attributes with more values and normalizes its value to the range [0, 1]. The

equation is [17]:

SU = 2
IG

H(A) +H(Class)
(2.5)

• One-R:

One-R applies a simple measuring method from One-R classifier. It ranks

attributes by error rate and it treats all numerically-valued attributes as con-

tinuous and uses a straightforward method to divide the range of values into

several disjoint intervals [18].

• Chi-Squared (CS):

In Chi-Squared analysis, it is assumed that there is an independency among the

feature and the class. Chi-Squared is an analytical technique that compares

values from the expected and actual outcomes. CS for two adjacent intervals

is given by the following equation [13] :

CS =
2∑

i=1

C∑
j=1

(Aij − Eij)
2

Eij

(2.6)

Where, C is the number of classes, Aij is the number of instances of the j-th

class in the i-th interval and Eij is the expected frequency of Aij given by the

formula:

Eij = RiCj/NT (2.7)
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Where Ri is the number of instances in the i-th interval and Cj and NT

are the number of instances of the j-th class and total number of instances,

respectively, in both intervals.

• Bhattacharyya Distance

Bhattacharya Distance measures the similarity between two probability dis-

tributions. It is used to measure the separability or overlap of two classes for

each feature in a binary classification problem and rank them to select the

best performing features. If the two distributions for two classes ci and cj are

considered to be Gaussian then Bhattacharya distance Bij can be defined as

[19]:

Bij =
1

8
(µi − µj)

T (
Σi + Σj

2
)−1(µi − µj) +

1

2
ln
|Σi+Σj

2
|√

|Σi||Σj|
(2.8)

where µi, µj and Σi , Σj represent the mean vectors and the covariance ma-

trices, respectively, for the classes ci and cj.

• Jeffries-Matushita (JM) Distance

Jeffries-Matushita (JM) distance is a measure of statistical separability for two

classes. This is a distance measure, which improves Bhattacharya Distance by

scaling it between 0 and 2. For feature x, it is defined for two classes ci and

cj as in [20]

JMij = {
∫
x

[
√
p(x/ci)−

√
p(x/cj)]

2dx}1/2 (2.9)

JM distance is bounded by a range of values from 0 to 2. It is related to

Bhattacharyya distance as

JMij =
√

2(1− e−Bij) (2.10)

• Relief and Relief-F:

The original Relief algorithm is formulated iteratively from an instance based

learning approach that evaluates a feature by assigning a weight to the feature.
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A weight corresponding to the feature is calculated based on nearHit (closest

instance from the same class) and nearMiss (closest instance from a different

class). wi is initialized to 0 and then in each step, it is updated as the following

[21]:

wi = wi − (xi − nearHiti)
2 + (xi − nearMissi)

2 (2.11)

Finally, an average of wi is taken over the iterations.

Relief-F is an extension of the original Relief algorithm that can be used for

multiclass problems [22].

• Fisher score: The Fisher score algorithm is a feature ranking algorithm,

in which features are selected individually in accordance with their scores.

In Fisher score, the subset of features are identified in such a way that in

the data space spanned by the selected features, the distances between data

points in different classes are as large as possible, while the distances between

data points in the same class are as small as possible. For a given data set

{(xi, yi)}ni=1 where, xi ∈ Rd and yi ∈ {1,2,...c} , with X = [ x1, x2, ...xn] ∈ Rdn

to represent the data matrix, let the selected features be m. So, the input

data matrix X ∈ Rdn reduces to Z ∈ Rmn, where m represents the number

of selected features, and n represents the number of samples. Now the Fisher

score is represented as the following:

F (Z) = tr{(Sb)(St + γI)−1} (2.12)

Where, tr() represents the trace of a matrix, γ is a positive regularization

parameter, Sb is called between-class scatter matrix, and St is called total

scatter matrix, which are defined as:

Sb =
c∑

k=1

nk(µk − µ)(µk − µ)T (2.13)

St =
n∑

i=1

(zi − µ)(zi − µ)T (2.14)
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where µk and nk are the mean vector and size of the k-th class respectively

in the reduced data space, Z, µ =
∑c

k=1 nkµk is the overall mean vector

of the reduced data. Since, the feature selection problem is a combinatorial

optimization problem, so to reduce the difficulty the heuristic strategy is used

to compute the rank of each feature. Let µk and σk be the mean and standard

deviation of k-th class, corresponding to the j-th feature. Let µj and σj denote

the mean and standard deviation of the whole data set corresponding to the

j-th feature. Then the Fisher score of the j-th feature is computed below [23],

F (xj) =

∑c
k=1 nk(µ

j
k − µj)2

(σj)2
(2.15)

Where, (σj)2 =
∑c

k=1 nk(σ
j
k)

2. By using this equation, Fisher score for indi-

vidual feature is calculated and among them, top ranked features are selected.

For a more broad based understanding of different types of measures like

distance measures, information measures, dependency measures and consistency

measures the work by Huan Liu [12] can be referenced.

B. Subset evaluation based Filter method

• CFS

Correlation based Feature Selection (CFS) is generally a filter algorithm in

which feature subsets are ranked with using a correlation based heuristic eval-

uation function. CFS was first developed by Hall in 1999 [17]. In general,

feature subsets should be consisted of features which are strongly correlated

with the target and uncorrelated with each other. As a result, it is very easy

to find out irrelevant features by finding the features that have low correla-

tion with the class. Redundant features can also be separated by identifying

the features which have correlation with other remaining features. CFS works

in two consecutive phases, at first calculating the feature-feature and feature-

target correlations in matrix form. After that, a searching procedure is applied

for calculating the features space and finally the optimal subset is obtained.
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For searching the features space, different types of heuristic search strategies

like best first search, forward selection, backward elimination, bi-directional

search, and genetic search are appointed to search the features space. CFS

uses the Pearson’s correlation as an evaluation function of feature subsets as

following [24]:

Ms =
krcf√

k(k − 1)rff
(2.16)

Where, Ms is the heuristic merit of a feature subset S containing k features,

rcf is the average linear correlation coefficient between feature and class, rff is

the mean linear correlation coefficient between one features to another feature.

The numerator of this equation can be thought of as providing an indication

of how predictive of the class a set of features is; and the denominator of how

much redundancy there is among the features.

• FCBF

Fast Correlation Based Filter (FCBF) is a subset based multivariate feature

selection method. FCBF uses symmetrical uncertainty (SU) to measure the

relevance of features and uses the backward selection technique with sequential

search strategy to find the best feature subset. It has its own stopping criteria

to stop the search strategy when there is no feature left to knock out. FCBF

discards irrelevant features by ranking the correlation measured by SU between

feature and class and between feature and feature. Symmetrical uncertainty

(SU) is a modified version of information gain (IG) as defined in the following

[25]:

SU(X, Y ) = 2

[
IG(X|Y )

H(X) +H(Y )

]
(2.17)

Where, X and Y are the discrete features and H denotes the entropy. H(X)

is the entropy of X before observing the Y and H(X|Y ) is the entropy of X

after observing Y .

SU has values within a range [0, 1], in which the value of 1 indicates that the

knowledge of X can completely predicts the Y or vice versa and the value 0
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indicates that both X and Y are independent to each other. Among other

correlation based measures, FCBF is very efficient and in general, ran very

faster than other subset selection measures [26].

• Consistency

The Consistency-based Filter assesses the value of a subset of features based

on the level of consistency in the class values when the training instances are

projected onto the subset of attributes [27]. Consistency is being used as an

indicator in the consistency-based feature subset selection technique to deter-

mine the relevance of a feature subset. This technique yields a minimal feature

subset with the same consistency as all of the features [28]. In general, consis-

tency measure is monotonic, fast, able to remove redundant and/or irrelevant

features, and capable of handling some noise [29]. In this feature subset se-

lection, the entire feature set of the training data set is partitioned into the

maximum feasible combinations of feature subsets and the consistency mea-

sure is calculated for each subset to determine the significant feature subset.

The consistency criterion ensures that the same combination does not appear

in several classes[30].

2.3 Stability of Feature selection

Stability, an important characteristic of any feature selection algorithm, is a measure

of the sensitivity of the selected feature subset to the small changes of training set

or the parameters of the algorithm. In any application area of data mining involving

high dimensional data where the individual feature has a distinct physical meaning,

feature selection results cannot be used reliably if it changes with small perturbation

in the training set. Also if selected subset from the feature selection algorithm is not

always same, robust performance for classification will be not stable and optimum

[31]. Figure 2.3 shows how the stability of a feature selection algorithm is calculated.

Based on the evaluation criteria of feature selection algorithms, stability

measures are categorized into three groups: Stability by index/subset, Stability by
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Figure 2.3: Stability Calculation

rank, and Stability by weight [32] ( Figure 2.4 ). Following are the details description

of different stability measures used in the literature.

stabilitystability

Index basedIndex based

Ranked basedRanked based

Weight basedWeight based

Figure 2.4: Types of Stability

A. Index based stability measures:

In this measure, the amount of overlap between the overall subset of selected features

is calculated as stability. There are various index based stability measures which

are given below.

• Hamming distance: If Si and Sj are the two subsets of selected features, then

Hamming distance is calculated as the overlap between two subsets. Let the

size of the selected subset of features is ‘m’ and it is a binary vector, in which

1 indicates that feature is present and 0 represents that feature is absent.

Now the hamming distance between the two subsets of selected features is

calculated as the following:

H(Si, Sj) =
m∑
k=1

|Sik − Sjk| (2.18)
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If the total number of feature subset is W , then the total hamming distance

is calculated as:

Ht =

|W |−1∑
i=1

|W |∑
j=i+1

H(Si, Sj) (2.19)

Dunne et al. first introduced the Average Normalized Hamming distance as a

stability measure, which is given below [33]:

HAN(Si, Sj) =
2 ∗Ht

m ∗ |W | ∗ (|W | − 1)
(2.20)

This measure determines how much variation there is in the distribution of

features present in the subsets selected in different runs of the feature selection

algorithm, with 0 indicating no variation and 1 indicating maximum variation.

The HAN is in the range [0, 1].

P. Somol and J. Novovi cova in 2010 defined Normalize Hamming Index (NHI)

as a stability measure based on the hamming distance. Normalize Hamming

Index (NHI) is represented by [34]:

HNHI(Si, Sj) = 1− H(Si, Sj)

m
(2.21)

The total stability of all pairwise feature subset in W is defined by Average

Normalize Hamming Index.

HANHI(Si, Sj) =
2
∑|W |−1

i=1

∑|W |
j=i+1HNHI(Si, Sj)

|W | ∗ (|W | − 1)
(2.22)

• Jaccard index: Jaccard index, a similarity measure is used as a metric for

comparing the diversity of feature subsets [35] [36] [37]. Jaccard index is

defined as the cardinality of the intersection divided by the cardinality of the

union of the two sets. If Si and Sj are the two subsets of selected features,

then Jaccard index is calculated as the following:

SIJ(Si, Sj) =
|Si ∩ Sj|
|Si ∪ Sj|

(2.23)
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Where Si and Sj are the two different feature subsets.

When Jaccard index is used as a stability measure of feature selection, it is

defined as the average of similarities across all W runs of the feature selection

algorithm, which is shown in the following equation.

The range of this stability index is [0, 1], where the values near to 0 indicate

that feature selection result is unstable and the values near to 1 indicate that

result is stable.

• Dice-Sorensen index: Dice-Sorensen index, a similarity measure is actually a

harmonic mean index can be used as the stability metric of feature selection

algorithms. Sorensen similarity or Dice similarity measure introduced by Dice

in 1945 and Sorensen in 1948. This index calculates the overlap between two

feature subsets by the following equations:

SIDS(Si, Sj) =
2|Si ∩ Sj|
|Si|+ |Sj|

(2.24)

The range of this stability index is also [0, 1], in which 1 indicates that two

subsets are identical and 0 indicates that subsets are totally different [38].

• Ochiai index: Ochiai index or geometric mean index is also a similarity index,

first introduced in 1957. Ochiai index describing the dissimilarity between two

subsets as [39]:

SIOchi(Si, Sj) =
|Si ∩ Sj|√
(|Si| ∗ |Sj|)

(2.25)

• Kuncheva index: Kuncheva first introduced the property based stability index

in 2007 by mentioning three properties specially the property named correction

by chance [40]. This consistency index or Kuncheva index for two subsets,

Si ⊂ X and Sj ⊂ X, such that the cardinality of subsets, |Si| = |Sj| = k,

where 0 < k < |X| = n, is defined as:

SIKI(Si, Sj) =
r − E[r]

max(r − E[r])
=

r − k2

n

k − k2

n

=
rn− k2

k(n− k)
(2.26)

Where, r is the cardinality of intersection of two subsets, n is the total number

17



of features. The range of Kuncheva index is [-1, 1]. One major drawback of

this index is that, it cannot deal with different cardinality of feature subsets.

• Lustgarten’s measure: This is a modification of Kuncheva index, introduced by

Lustgarten et al. in 2009 [41]. This measure can handle different cardinality of

feature subsets. Now if the cardinality of two subsets is |Si| = ki and |Sj| = kj,

then Lustgarten’s measure can be defined as:

SIL(Si, Sj) =
r − E[r]

max(r − E[r])−min(r − E[r])
=

r − kikj
n

max(r)−min(r)

=
r − kikj

n

min(ki, kj)−max(0, ki + kj − n)

(2.27)

The range of this measure is also from -1 to 1, but cannot reach in the exact

value of -1 or +1. For random feature selection, the expected value of this

measure is 0. Positive values are obtained if the feature selection is more

stable than random feature selection and negative values are obtained if the

method is less stable than random feature selection.

• Wald’s measure: Wald’s measure is another modification of Kuncheva index

which also deals with different size of feature subsets [42]. This measure was

introduced by Wald et al. in 2013 as a modified Kuncheva’s consistency index.

The range of this measure is [(1- n), 1] [43].

SIW (Si, Sj) =
r − E[r]

max(r − E[r])
=

r − kikj
n

min(ki, kj)− kikj
n

(2.28)

This measure provides the maximum value of +1 when the overlap between the

two feature subsets is maximum i.e., ki = kj = r and it attains the minimum

value of −1 for the condition ki = kj = n
2
and r = 0. This measure also

provides the value of 0 when overlap between the two subsets is equal to what

would be expected by random chance.

• Nogueira’s measure: In 2015, Nogueira and Brown proposed an extension of

Kuncheva index with variable length of feature subsets [31]. They proposed

this measure based on some desirable properties of stability measure identi-

fying from the literature and proved that their proposed measure satisfies all
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the desired properties. The range of this is also [-1, 1]. The following equation

shows this Nogueira’s measure.

SIN(Si, Sj) =
r − E[r]

max(|r − E[r]|)
=

r − E[r]

max[−min(r − E(r));max(r − E(r)]

=
r − kikj

n

max[−max(0, ki + kj − n) +
kikj
n
;min(ki, kj)− kikj

n
]

(2.29)

B. Rank based stability measures

Feature ranking is used to quantify the stability of feature selection method by

evaluating the correlation between features. In this chapter, two types of rank

based stability metrics are used. These are described below:

• Spearman rank correlation coefficient (SRCC):

Stability of two ranked sets of features Ri and Rj is given by [10]:

SRCC(Ri, Rj) = 1− 6
∑
m

(Rim −Rjm)

n(n2 − 1)
(2.30)

Where n is the total number of feature. The range of SRCC is [-1, 1]. If

two ranked subsets are identical, then the value of SRCC is 1 and if exactly

opposite, then it is -1. When there is no correlation between subsets, the value

will be 0.

• Canberra Distance (CD): This metric represents the absolute dissimilarity be-

tween two ranked sets [32]. The value of CD is dependent on the number of

features, n. As the number of features becomes larger, the value of CD will be

larger. The value of CD for two ranked sets of features Ri and Rj is written

as:

CD(Ri, Rj) =
n∑

m=1

|Rim −Rjm|
Rim +Rjm

(2.31)

By normalizing CD by n, the range of value will be between 0 and 1.
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C. Weight based stability measures:

Weight based stability measures only consider the weights of feature sets S and find

the correlation between the weights of two feature sets as the stability.

• Pearson’s correlation coefficient (PCC): PCC returns the correlation between

the weights of the selected subsets of features [44]. The range of PCC is [-1,

1]. 1 indicates weight vectors are perfectly correlated, on the other hand -1

means, they are oppositely correlated. 0 indicates there is no correlation.

PCC(Wi,Wj) =

∑
m(Wim − µWi

)(Wjm − µWj
)√∑

m(Wim − µWi
)2
∑

m(Wjm − µWj
)2

(2.32)

Where, Wi and Wj are weights of two feature subsets Si and Sj respectively

and µ be the mean of feature set S.

2.4 RelatedWorks on Feature Selection Algorithms

Some of the popular filter based feature ranking algorithms are described here in

brief. In [45], authors have used the feature ranking methods such as Information

Gain (IG), Gain Ratio (GR), correlation, Symmetrical Uncertainty (SU) and Chi-

squared (CS) for recognizing the handwritten digits. The effect of feature selection

on classification accuracy is analyzed in [46]. This paper uses six feature ranking

based filter methods of IG, GR, SU, One-R, CS and Relief-F for the feature se-

lection process and uses three classification models for comparative study. In [47],

authors investigated Cancer Classification using feature selection with filter methods

of Signal-to-noise statistic, CFS, CS and Relief-F for Probabilistic Neural Networks.

Generally, for high dimensional data such as gene expression data, the filter method

is extensively used. In [30], the authors proposed an unsupervised feature selection

algorithm with feature ranking method of CS for maximizing the classifier perfor-

mance. This algorithm achieved better prediction accuracy and also reduced the

number of features compared to other methods. For handwriting recognition, Cilia

et al. in [13], used five univariate feature ranking based methods for ranking the
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features while feature subset was chosen by a greedy search approach. They used

CS, Relief, GR, IG and SU as the feature ranking method and the Best First (BF)

search strategy combined with consistency criterion and correlation based feature

selection criterion as for searching feature subsets. Chen et al. in [48], used filter

based ranking feature selection (FRFS) methods for Security vulnerability prediction

(SVP) and showed that FRFS can improve the performance of SVP compared to

others. They also performed the diversity analysis on identified vulnerable modules

by using different FRFS methods. In [49], Ghazy et al. used the different ranking

and subset-based feature selection techniques for finding the optimum number of

features to find an appropriate classifier. They mainly used these feature selection

techniques to verify the performance of the intrusion detection system (IDS). In

[50], authors proposed a task of feature ranking for multi-target regression (MTR).

They studied two types of feature ranking scores for MTR, one was ensemble based,

and the other was an extension of the Relief-F method. Lee et al. in [51], proposed

an efficient multivariate feature ranking method for gene selection and for improv-

ing the accuracy of microarray data classification. In their work, they created a

new feature ranking method using the Markov blanket (MB), which embedded with

relevance. They showed that the proposed feature ranking method possesses high

classification accuracy as well as good efficiency.

In [52], author proposes a novel spectral matching technique by combining

the JM distance and the Spectral Angle Mapper (SAM) algorithm in hyperspectral

image data. Their proposed JM-SAM approach performs very well than the indi-

vidual JM distance measure and SAM algorithm with the least average entropy in

spectral matching. Dalponte et al. in [53], used the Jeffries-Matusita (JM) distance

combined with sequential forward floating selection (SFFS) search strategy for fast

and reliable feature selection. In this case, JM distance also has been used for hyper-

spectral data. In [54], the authors presented an analysis of the linear attenuation

coefficients, which were used as a useful feature of mono-spectral and multispectral

images using statistical pattern classification tools. In this paper, feature extraction

was performed by JM distance and Karhunen-Loeve transformation. Daamouche

et al. [55] proposed a particle swarm optimization (PSO) based approach for very

high resolution (VHR) image classification, in which JM distance, support vector
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machine (SVM), cross-validation (CV) accuracy and normal Bhattacharyya distance

were used as the fitness function.

In [56], authors developed a new technique for crop identification by com-

bining the wavelet variance and the JM distance (CIWJ). The proposed CIWJ

approach outperforms other approaches for efficient crop mapping, such as agricul-

tural crop identification with high spatial resolution images and classifications for

more general or specific land use. In this paper [57], JM distance is applied as an

evaluator of image segmentation in the area of remote sensing images. Here authors

proposed an unsupervised evaluation method for evaluating the performance of seg-

mentation using the JM distance and the area-weighted variance (WV). Authors in

the paper of [58] proposed an extension of the JM distance measure for multiclass

problems of feature selection. They formulated an equation for JM distance mea-

sure and used optical remote-sensing data for the experiment. They also compared

their results with the most familiar weighted average JM distance. Sen et al. [59]

studied JM distance as an efficient tool for feature selection in binary classification

problems compared to their other feature ranking methods.

2.5 Related Works on Stability Measures for Fea-

ture Selection Algorithms

Recently, the stability of feature selection is a parameter which has been shown

importance in feature selection literature. Wang et al. [60] studied the stability

of three forms of feature selection methods using software engineering data set.

They proposed a newly Average Pairwise Tanimoto Index (APTI) to measure the

stability of feature selection methods. Somol and Novoviˇcova [61] proposed var-

ious new consistency measures for appraising the stability of feature selection al-

gorithms which select a subset of varying sizes. They compared their results with

generalized Kalousis measure that estimates pairwise similarities between subsets.

Nogueira and Brown [31] provided some comparative studies and identified the de-

sirable/undesirable properties for stability measures of feature selection algorithms
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that return feature sets. They also proposed a generalization of Kuncheva’s index

for feature selection methods that do not return feature sets of the same cardinality.

Another work of Nogueira and Brown [62] argued that some desirable properties

that were missing should be presented in existing stability measures and found that

the simple Pearson’s correlation coefficient has all necessary properties than other

alternatives. They also guided how this measure in the application can offer bet-

ter interpretability and more assurance in the model selection process. Lustgarten

et al. [41] presented a new stability metric that can be used to evaluate feature

subset with robustness and comparable to random feature selection. They eval-

uated this metric on the biomedical data set with three different classifier based

feature selection methods that included Support Vector Machines (SVM), Logis-

tic Regression (LR) and Näıve Bayes (NB). Their proposed metric can be applied

directly on methods which have different cardinality feature subsets. Wald et al.

[42] proposed another modified Kuncheva’s consistency index, which can handle

the feature subsets of different size. In their work, they used both the filter-based

subset selection and wrapper-based subset selection on the same data sets. They

found that consistency-based filter generates the smallest feature subsets with the

highest stability but CFS gives more consistent sizes feature subsets with moderate

stability. Khaire and Dhanalakshmi [10] worked on a paper where they outlined

the feature selection algorithms with instability problem. They considered several

stability measures based on index, rank and weight, and also discussed the solutions

of the instability problem of feature selection algorithms.
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Chapter 3

Stability of Feature Selection

Algorithms

3.1 Introduction

The main aim of this chapter is to conduct a comparative study on the stability

of feature selection approaches. At first a work has been done on the filter ranked

feature selection algorithms which are IG, CS, One-R, GR, SU, JMD and Relief.

These feature selection methods are employed on fifteen UCI data sets to measure the

stability of the generated feature set with three different types of stability measures.

These stability measures include Kuncheva index and Jaccard index as index based

stability measures, Spearman ranked correlation coefficient and Canberra distance as

rank based stability measures, and the Pearson correlation coefficient as weight based

stability measures. After This work has been extended to include the comparative

study on the stability of both filter and wrapper based feature selection algorithms.

In this work, both filter ranked based and subset based approaches have been used.
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3.2 Stability of Filter based Feature Selection Al-

gorithms

3.2.1 Methodology

To measure the stability of a feature selection algorithm, several steps have been

considered. Initially, different sub-samples are drawn from the original data set.

Each of the feature selection algorithms then generates feature subsets from the

ranked features. Top 50% features from the ranked feature list have been selected

as the feature subset. Finally, aggregating all the feature subsets, the stability of the

feature selection algorithm on the specific data set is measured by several stability

metrics. The procedures are described in the following.

Partitioning data sets

As we know from the definition, the stability measure calculates the robustness of

feature selection algorithms under the training data variation. In this experiment,

the variation of training data is accomplished with perturbation technique. Here

70% of instances of a data set are randomly selected without replacement which

results in a single partition. This partition also maintains the original class ratio of

a data set. Above process is repeated 10 times to generate 10 partitions, which are

the input data of a feature selection algorithm for stability measurement.

3.2.2 Results and Discussions

Table 3.1 shows the summary of the data sets used in the experiments. All of these

15 data sets have two classes with a different number of features and instances. They

are collected from the UCI repository [63].

Table 3.2 illustrates the stability of seven feature selection algorithms on

fifteen data sets using index based stability approaches. From now to subsequent
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tables, the best stability value is pointed in bold. When Kuncheva Index is used for

stability measures, CS produces the highest stability for 7 data sets. Both One-R

and JMD show the second highest stability for 6 data sets. When Jaccard Index is

used for stability measures, JM distance (JMD) produces the highest stability for

most of the data sets (8 cases). IG however, shows the second highest stability for

7 data sets. Stability of CS with Jaccard index is not as strong as that of Kuncheva

index. It is also observed that Relief does not exhibit stability well in either of the

stability evaluation approaches.

Table 3.1: Summary of the Data sets

Data set No. of features No. of instances No. of class

Sonar 61 208 2
Ionosphere 34 345 2
Heart Disease 14 270 2
Apndcts 8 106 2
Breast cancer 32 569 2
Diabetes 9 768 2
Prostate Cancer 10 100 2
Cryotherapy 7 90 2
Japanese Vowels 12 640 2
Indian Liver Patient (ILPD) 10 543 2
Banknote authentication 5 1372 2
Climate Model 21 540 2
SPECTF 45 349 2
Parkinson 23 197 2
Musk (version1) 168 476 2

Table 3.3 presents the stability evaluations outcome of the feature selection

algorithms with two different stability measures: Spearman ranked correlation co-

efficient and Canberra Distance. It is observed that, with the Spearman approach,

JMD has the best stability because 9 out of 15 data sets produce the best stability.

Other feature selection approaches do not show promising stability. When Canberra

distance is applied, JMD also shows better stability compared to other approaches.

It produces the highest stability for 7 cases. Again the performance of Relief is the

worst among them.

Table 3.4 provides the stability performances of seven feature selection al-

gorithms with the Pearson correlation coefficient, a weight based stability measure.
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What is interesting in this table is that JMD is the most stable feature selection

algorithm that shows best stabilities for above 73% data sets. Other feature selec-

tion algorithms are not as good as JMD in terms of stability. From the analysis of

experimental results, it is seen that each of the feature selection algorithms shows

different results when different types of stability measures are applied. It is also

observed that some data sets do not have better stability for all the feature selection

approaches. This is because data set characteristics may have a link with feature

stability. The interesting finding is that for the majority data sets JM distance pro-

duces the best stability when three different stability measures are applied. On the

average, JM distance produces better results than other feature selection methods

for the case of stability measures. In the case of stability performance, Relief is not

stable, producing different feature subset for the different run.
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Table 3.2: Index based stability measures for different feature selection methods

Data set
Kuncheva Index Jaccard Index

IG CS GR SU OneR JMD Relief IG CS GR SU OneR JMD Relief

Sonar 0.872 0.864 0.706 0.792 0.842 0.859 0.693 0.775 0.617 0.522 0.596 0.672 0.726 0.669
Ionosphere 0.762 0.743 0.799 0.756 0.716 0.885 0.562 0.561 0.583 0.663 0.603 0.551 0.791 0.385
Heart disease 0.887 0.907 0.862 0.862 0.969 0.945 0.591 0.792 0.829 0.752 0.751 0.943 0.898 0.728
Apndcts 0.806 0.812 0.806 0.806 0.666 0.790 0.760 0.817 0.815 0.815 0.815 0.701 0.800 0.680
Breast cancer 0.946 0.943 0.883 0.938 0.928 0.945 0.837 0.945 0.942 0.884 0.936 0.927 0.944 0.724
Diabetes 0.874 0.822 1.000 0.933 0.830 0.880 0.548 0.748 0.644 1.000 0.867 0.659 0.659 0.643
Prostate Cancer 1.000 1.000 1.000 1.000 1.000 0.876 0.806 1.000 1.000 1.000 1.000 1.000 0.760 0.689
Cryotherapy 0.925 0.925 0.925 1.000 1.000 1.000 0.750 0.867 0.867 0.867 1.000 1.000 1.000 0.736
Japanese Vowels 1.000 1.000 0.881 0.956 0.793 1.000 0.664 1.000 1.000 0.893 0.960 0.823 1.000 0.719
Banknote 1.000 1.000 0.822 1.000 1.000 1.000 0.900 1.000 1.000 0.763 1.000 1.000 1.000 0.867
ILPD 0.826 0.826 0.826 0.826 0.736 0.990 0.558 0.877 0.877 0.877 0.877 0.816 0.999 0.533
Climate model 1.000 1.000 1.000 1.000 1.000 0.685 0.534 1.000 1.000 1.000 1.000 1.000 0.709 0.661
SPECTF 0.845 0.908 0.845 0.845 0.814 0.885 0.638 0.859 0.835 0.859 0.859 0.833 0.875 0.475
Parkinson 0.945 1.000 0.701 0.817 1.000 0.916 0.691 0.867 1.000 0.641 0.663 1.000 0.909 0.544
Musk (V 1) 0.788 0.782 0.798 0.800 0.762 0.812 0.576 0.653 0.649 0.665 0.668 0.628 0.687 0.408

Average 0.898 0.902 0.857 0.889 0.870 0.898 0.674 0.851 0.844 0.813 0.840 0.837 0.850 0.631
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Table 3.3: Rank based stability measures for different feature selection methods

Data set
Spearman ranked correlation coefficient Canberra Distance

IG CS GR SU OneR JMD Relief IG CS GR SU OneR JMD Relief

Sonar 0.832 0.836 0.800 0.822 0.834 0.880 0.421 0.829 0.831 0.821 0.825 0.825 0.868 0.380
Ionosphere 0.698 0.681 0.787 0.757 0.571 0.930 0.185 0.601 0.591 0.637 0.598 0.525 0.794 0.510
Heart disease 1.000 1.000 0.889 0.929 0.956 1.000 0.527 0.853 0.855 0.802 0.822 0.882 0.833 0.456
Apndcts 0.814 0.778 0.613 0.679 0.578 0.604 0.356 0.696 0.676 0.622 0.641 0.578 0.688 0.460
Breast cancer 0.984 0.985 0.935 0.978 0.972 0.983 0.808 0.894 0.892 0.817 0.881 0.851 0.872 0.598
Diabetes 0.887 0.897 0.943 0.931 0.765 0.883 0.395 0.786 0.784 0.827 0.816 0.718 0.757 0.414
Prostate Cancer 0.952 0.951 0.953 0.951 0.961 0.964 0.597 0.944 0.942 0.944 0.942 0.949 0.728 0.613
Cryotherapy 0.958 0.946 0.958 0.958 0.962 0.865 0.731 0.908 0.908 0.908 0.908 0.906 0.782 0.610
Japanese Vowels 0.992 0.994 0.971 0.991 0.855 0.999 0.700 0.935 0.945 0.854 0.945 0.738 0.976 0.533
Banknote 1.000 1.000 0.929 1.000 1.000 1.000 0.836 1.000 1.000 0.911 1.000 1.000 1.000 0.804
ILPD 0.941 0.884 0.959 0.954 0.709 0.928 0.300 0.864 0.831 0.880 0.872 0.666 0.855 0.392
Climate model 0.938 0.938 0.938 0.938 1.000 0.741 0.361 0.925 0.925 0.925 0.925 1.000 0.578 0.360
SPECTF 0.906 0.897 0.800 0.886 0.715 0.927 0.350 0.782 0.780 0.720 0.763 0.727 0.783 0.368
Parkinson 0.742 0.787 0.723 0.783 0.702 0.922 0.587 0.644 0.651 0.653 0.667 0.599 0.808 0.494
Musk (V 1) 0.701 0.696 0.679 0.726 0.723 1.000 0.501 0.661 0.662 0.676 0.669 0.708 1.000 0.461

Average 0.890 0.885 0.858 0.886 0.820 0.908 0.510 0.821 0.818 0.800 0.818 0.778 0.821 0.497
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Table 3.4: Weight based stability measures for different feature selection methods

Dataset
Pearson Correlation Coefficient

IG CS GR SU OneR JMD Relief

Sonar 0.781 0.737 0.687 0.721 0.737 0.799 0.489
Ionosphere 0.692 0.614 0.787 0.757 0.614 0.995 0.404
Heart disease 0.909 0.897 0.883 0.925 0.897 0.915 0.357
Apndcts 0.811 0.763 0.581 0.655 0.763 0.613 0.534
Breast cancer 0.993 0.988 0.935 0.978 0.986 0.994 0.839
Diabetes 0.939 0.875 0.938 0.925 0.875 0.968 0.413
Prostate Cancer 0.983 0.997 0.939 0.936 0.997 0.964 0.601
Cryotherapy 0.943 0.931 0.951 0.951 0.931 0.930 0.790
Japanese Vowels 0.999 0.999 0.971 0.991 0.999 1.000 0.786
Banknote 0.996 0.997 0.929 1.000 0.997 1.000 0.880
ILPD 0.959 0.945 0.955 0.950 0.945 0.983 0.447
Climate model 0.921 0.867 0.851 0.851 0.867 0.978 0.563
SPECTF 0.887 0.856 0.790 0.880 0.856 0.928 0.388
Parkinson 0.808 0.773 0.722 0.783 0.773 0.924 0.578
Musk (V 1) 0.673 0.637 0.650 0.701 0.637 0.831 0.487

Average 0.886 0.858 0.838 0.867 0.858 0.921 0.570

3.3 Comparative Study on Stability of Filter and

Wrapper Algorithms

In this section, stability of filter based and wrapper based feature selection tech-

niques are explored with using both the subset based and feature ranking approaches.

In previous section stability has been calculated for filter ranked based feature se-

lection methods with using only binary datasets. In this part we have extended the

work. For filter based feature selection, both feature ranking and feature subset se-

lection approach are explored and for wrapper method only subset based approach

are considered with three different learners. Here, eight filter ranked based fea-

ture selection (FRFS) methods; three filter subset based feature selection (FSFS)

methods and wrapper method with three learners of Decision Tree, K-NN and Lin-

ear SVM are applied. Stability are calculated with using seven different stability

metrics.
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In this work, selected features are presented as a subset and stability are

calculated from the feature subset with using index based measures only, not con-

sidering the rank based or weight based stability measures.

3.3.1 Working Procedure

In this work, 30 different sizes of datasets were used to evaluate the stability of filter

and wrapper based feature selection algorithms. Seven different subset based stabil-

ity measures were used to calculate the stability and then compare those stability

measures by finding their merits and demerits.

3.3.2 Simulation Experiment

For simulation experiments, both binary and multiclass datasets were used. Among

30 datasets, 20 were collected from UCI [64] and rest of the datasets were taken from

OpenML [65]. Among these datasets, some needs to be preprocessed like datasets

have missing values or are in categorical in nature. Here, categorical type missing

values in the datasets are replaced with the most frequently used value, and after

that, the whole dataset is converted into numeric type. Numeric type missing val-

ues are replaced with the average value. Categorical type datasets without missing

values are directly converted to numeric type. In this work, three groups of feature

selection algorithms are used to measure the stability of these feature selection al-

gorithms such as the filter ranked based, filter subset based and wrapper based. In

filter ranked based measures, IG, GR, SU, CS, One-R, JM distance, Fisher Score

(FS) and Relief-F are used. For filter subset based approaches, Correlation based

Feature Selection (CFS), consistency and First Correlation Based Filter (FCBF)

are used. In wrapper based approach, sequential forward search (SFS) with three

different classifiers such as decision tree (DT), K-NN and SVM Linear is used.

In filter ranked based approaches, first of all, classification accuracy was

calculated at different percentages of selected features, such as 10%, 25%, 50% and

75%. Then maximum classification accuracy was identified from those percentages
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of selected features. For stability calculation, we took the percentage of feature in

which accuracy was maximum.

3.3.3 Simulation Results

Table 3.5 shows the stability of filter ranked based feature selection algorithms with

different types of stability measures. Here, average value (Avg) and standard devi-

ation (SD) of stability measure are taken from the overall 30 datasets. Seven dif-

ferent subset based stability metrics are used for calculating the stability which are

Hamming distance, Jaccard index, Dice-Sorensen index, Ochiai index, Lustgarten’s

measure, Nogueira’s measure and Wald’s measure. In the stability calculation of this

ranked based feature selection, Relief-F shows lowest stability, but other algorithm’s

stability measure is very much comparable.

Table 3.5: Stability of Filter ranked based feature selection algorithms

Lustgarten
measure

Nogueira
measure

Wald
measure

Hamming
distance

Jaccard
index

Dice-
Sorensen
index

Ochiai
index

IG
Avg 0.7921 0.9254 0.9254 0.9460 0.8839 0.9253 0.9253
SD 0.0722 0.0796 0.0796 0.0656 0.1398 0.0962 0.0962

GR
Avg 0.7852 0.9068 0.9068 0.9312 0.8811 0.9253 0.9249
SD 0.0672 0.0798 0.0798 0.0567 0.1257 0.0962 0.0947

SU
Avg 0.7958 0.9236 0.9236 0.9411 0.8963 0.9354 0.9354
SD 0.0699 0.0719 0.0719 0.0605 0.1053 0.0713 0.0713

CS
Avg 0.7866 0.9132 0.9132 0.9322 0.8712 0.9193 0.9193
SD 0.0723 0.0703 0.0703 0.0601 0.1277 0.0869 0.0869

One-R
Avg 0.8011 0.9360 0.9360 0.9501 0.9007 0.9378 0.9378
SD 0.0795 0.0753 0.0753 0.0647 0.1396 0.0950 0.0950

JM dist
Avg 0.7825 0.9074 0.9074 0.9296 0.8764 0.9192 0.9192
SD 0.0780 0.0983 0.0983 0.0750 0.1577 0.1305 0.1305

Fisher
score

Avg 0.7573 0.8640 0.8640 0.8990 0.8281 0.8876 0.8876
SD 0.0936 0.1177 0.1177 0.0920 0.1577 0.1226 0.1226

Relief-F
Avg 0.6724 0.7422 0.7422 0.8199 0.7095 0.8019 0.8019
SD 0.1025 0.1513 0.1513 0.1146 0.1789 0.1567 0.1567

The stability calculation of filter subset based feature selection algorithm

is shown in Table 3.6. Among the three algorithms, CFS shows better stability than

FCBF and consistency.

Table 3.7 shows the stability calculation of wrapper based feature selection

algorithm with three different classifiers such as DT, KNN and SVM Linear. Among
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Table 3.6: Stability of Filter subset based feature selection algorithms

Lustgarten
measure

Nogueira
measure

Wald
measure

Hamming
distance

Jaccard
index

Dice-
Sorensen
index

Ochiai
index

CFS
Avg 0.7711 0.9125 0.9198 0.8853 0.7340 0.8257 0.8327
SD 0.0836 0.0848 0.0828 0.0817 0.1790 0.1266 0.1223

FCBF
Avg 0.7571 0.8550 0.8568 0.8992 0.6790 0.7533 0.7572
SD 0.0934 0.1310 0.1310 0.0848 0.2758 0.2432 0.2401

Consistency
Avg 0.6910 0.7630 0.7657 0.8228 0.5263 0.6320 0.6403
SD 0.1033 0.1400 0.1455 0.1010 0.2332 0.2100 0.2090

Table 3.7: Stability of Wrapper based feature selection algorithm with different
classifiers

Lustgarten
measure

Nogueira
measure

Wald
measure

Hamming
distance

Jaccard
index

Dice-
Sorensen
index

Ochiai
index

DT
Avg 0.6696 0.7219 0.7225 0.8439 0.4247 0.4999 0.5063
SD 0.1245 0.1589 0.1601 0.0822 0.2883 0.2919 0.2916

KNN
Avg 0.7454 0.7724 0.7705 0.9457 0.5767 0.5786 0.5770
SD 0.1959 0.2107 0.2131 0.0672 0.4006 0.3967 0.3976

SVM
Linear

Avg 0.6823 0.7369 0.7470 0.8027 0.4882 0.5931 0.6041
SD 0.1159 0.1259 0.1274 0.1207 0.2538 0.2314 0.2282

varieties of DT algorithms, C4.5 is used in this simulation experiment. For KNN

classifier, K is set to 5. Table 3.7 shows that stability of wrapper method with KNN

classifier is better than using with DT or SVM Linear.

Table 3.8 shows the overall comparison of stability measure among different

types of feature selection algorithms. In this table, Avg Stb and SD Stb are taken

from the Table 3.5, 3.6, 3.7 by averaging the Avg value and SD value of different

stability metrics. This table shows that ranked based filter method gives better

stability than filter subset based and wrapper based approaches.

3.4 Conclusion

In this chapter, at first five stability measures have been used for assessing the

strength of seven feature selection algorithms on binary datasets. In this case rank

based feature selection approaches including IG, GR, SU, One-R, CS, JM Distance

and Relief have been used. Stability indices which are used here are Kuncheva index,
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Table 3.8: Overall comparison of Stability among different types of feature selection
algorithms

Feature Selection algorithm
Stability Calculation

Avg Stb SD Stb

Filter ranked based

IG 0.8981 0.0979
GR 0.8879 0.0920
SU 0.9018 0.0813
CS 0.8868 0.0892
One-R 0.9099 0.0982
JM dist 0.8854 0.1159
Fisher-score 0.8522 0.1224
Relief-F 0.7457 0.1490

Filter subset based
CFS 0.8285 0.1169
FCBF 0.7838 0.1786
Consistency 0.6760 0.1667

Wrapper based
DT 0.6121 0.2033
KNN 0.7015 0.2773
SVM Linear 0.6490 0.1753

Jaccard index, Spearman ranked correlation, Canberra distance, and Pearson’s cor-

relation coefficient. Comparative results are presented based on several experiments

done on 15 UCI datasets and are found that all of the feature selection approaches

are not equally stable. It is observed that JM Distance produces the best stability

score for most of the datasets, whereas the stability score for Relief is the lowest. Af-

ter that, a comparative study of the stability of both filter based and wrapper based

feature selection algorithms have been performed with simulation experiments. In

this case, both rank based and subset based feature selection algorithms are used

and simulation experiments are performed with using both binary and multiclass

publicly available UCI datasets. Simulation results of stability measures reveal that

wrapper method shows the least stability while feature ranking based filter method

exhibits the highest stability.
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Chapter 4

A Critical Study on Stability

Measures of Feature Selection

4.1 Introduction

In many real life domains, especially for medical or business data, identifying the

subset of meaningful and interpretable features is of prime importance for further

experimental research. Thus, in addition to the effectiveness of the selected fea-

ture subset’s ability for accurate classification, the other important criterion for the

evaluation of feature selection algorithm is its stability. Stability of an algorithm

characterizes the repeatability of its outcome given different sets of input from the

same data generating process i.e., with the same underlying probability distribution.

A stable feature selection algorithm should not produce radically different feature

preferences in the form of ranked lists or subsets of features with different groups of

the same training data.

The concept of measuring the stability of classification algorithm is exam-

ined by Turney [66] in which he introduced a method for quantifying stability, based

on a measure of the agreement between classification concepts induced by the algo-

rithm on different sets of training data. The stability of a feature selection algorithm

is related to the change in the selected feature subset due to perturbation of training
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data or different settings of algorithmic parameters or initialization of the algorithm

with different random seeds. A stable feature selection algorithm is more important

for knowledge discovery as it exhibits a good confidence level to the domain expert

for example, to separate the disease associated genes from microarray studies [67],

proteins from mass spectrometry (MS)-based proteomics studies [68], or single nu-

cleotide polymorphism (SNP) from genome wide association (GWA) studies [69].

It is possible that different training sample sets produce different feature subsets

which may lead to the same classification concept due to a high level of redundancy

in the initial feature set. In this case, contrary to the classification algorithm which

can be considered stable, feature selection algorithm produces different outputs. So

technically, the concept of stability measurement of a classification algorithm can

not be used for stability measurement of any feature selection algorithm. The first

published work on the extensive analysis regarding the stability of feature selection

algorithm is presented in [35].

Generally, feature selection algorithms provide feature preferences in either

a ranked or weighted feature list or an optimum subset of selected features. Depend-

ing on the differences of representing feature preferences in the outcome of feature

selection algorithms, the assessment of their stabilities is different. Accordingly, var-

ious stability measures suitable for evaluating the stability of different categories of

feature selection algorithms are developed. Here stability measures related to fea-

ture subset-based feature selection algorithms are studied. While there are various

stability measures for feature subset selection algorithm, similarity based measures,

especially Kuncheva’s consistency index [40] is quite popular and widely used. To

overcome the main limitation of the Kuncheva index i.e., its inability to cope with

feature subsets of different cardinalities, a few modified similarity measures related

to the Kuncheva index are also available in the literature. In this work, the Kuncheva

index and its existing modifications (Lustgarten, nPOG, Wald, and Nogueira) are

studied, their merits, demerits, and limitations are analyzed. One more limitation of

the most recent modified similarity measure, Nogueira’s measure, has been pointed

out. Finally, corrections to Lustgarten’s measure have been proposed to define a

new modified stability measure that satisfies the desired properties and overcomes

the limitations of existing popular similarity based stability measures. The effec-
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tiveness of the newly modified Lustgarten’s measure has been evaluated with simple

toy experiments.

In summary, the contributions of the chapter are highlighted below:

• Critical analysis of existing similarity based stability measures and their de-

sired properties

• Newly pointing out a limitation of Nogueira’s measure and a part of Wald’s

measure

• Proposed correction to Lustgarten’s measure to overcome its limitation

• Proposal of a novel extension of Lustgarten’s measure which overcomes the

limitations of the existing measures

4.2 Stability by Similarity

In similarity based approach, first introduced by Dunne et al. [33], stability is mea-

sured by the similarity between two selected feature subsets. For M , the number

of feature subsets, stability measure Φ(Z) is calculated as the average pairwise sim-

ilarity Φ, between the M(M − 1) possible pairs of feature subsets in Z as follows

[43, 70]:

Φ(Z) =
1

M(M − 1)

M∑
i=1

M∑
j=1,j ̸=i

SI(Si, Sj) (4.1)

where, SI is a function taking two feature subsets Si and Sj as inputs and return

a similarity value as the output. Similarity can be measured in a variety of ways

like the ratio of the intersection to the union of two selected feature subsets, or the

amount of overlap between the overall subset of selected features [71, 10]. Dunne et

al. [33] proposed relative Hamming Distance between two feature subsets as the sim-

ilarity measure. Kalousis et al. published the work of stability of feature selection

algorithms in 2005 [70] with an extensive discussion on stability measures. Jaccard

index was proposed as a similarity based stability measure of feature selection be-

tween selected feature subsets in [35]. Other similarity based stability measures used
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in the literature are the Dice-Sørenson index, first introduced by Yu et al. in 2008

[72], the Ochiai index [38], the POG (Percentage of Overlapping Genes) index [73].

In 2007, Kuncheva analyzed the performance of different existing stability measures

[40] and proposed a new property based similarity measure. A set of 3 properties,

which is fundamental for any stability measure, has been introduced in her work.

In this chapter, similarity based stability measures, especially Kuncheva index, and

some modified measures related to Kuncheva index have been highlighted.

In many research works, ensemble techniques are employed to enhance

the stability of feature selection algorithms like, Bayesian model averaging [74, 75],

aggregating the results of a collection of feature ranking methods [76, 77], and aggre-

gating the results of the same feature selection method from bootstrapped subsets

of samples [78, 1, 79].

4.3 Analysis of Kuncheva Index and Its Exten-

sions

Several similarity based stability measures according to Equation (4.1) are found to

be biased by the number of features in the selected feature subset. The stabilities

of two feature selection algorithms selecting two identical feature subsets of eight

features from a feature set of cardinality 10 and eight features from a feature set of

cardinality 100 do not possess the same significance. The later one is more stable

having lesser possibility of selecting exactly same 8 features by chance. Kuncheva

[40] analyzed this anomaly and, to correct the bias, proposed a similarity measure

having the property of correction for chance. Kuncheva’s measure has become the

most popular and pioneer work on assessing stability of feature subset selection.

In the following subsections, Kuncheva index and its popular extensions with their

limitations are discussed.
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4.3.1 Kuncheva Index

Kuncheva proposed a similarity measure based on the consistency between a pair

of feature subsets according to three desirable properties which are monotonicity,

limits and correction for chance. Kuncheva index is defined as follows [40]:

SIKI(Si, Sj) =
r − E[r]

max(r − E[r])
=

r − k2

n

k − k2

n

=
rn− k2

k(n− k)
(4.2)

where, n represents the total number of features, r = |Si ∩ Sj|, is the

cardinality of intersection of two selected subsets of features Si and Sj and k =

|Si| = |Sj|, is the cardinality of the selected feature subsets. The maximum limit

of Kuncheva index is 1, which is achieved when r = k, i.e., when the two selected

feature subsets are identical. The minimum value is −1 only when r= 0 provided

k = n/2. For other values of k, with r = 0, Kuncheva index does not produce the

minimum value −1. Beside this, Kuncheva index is not defined for k = 0 and k = n,

in both the cases Kuncheva index is set to 0. The term, k2

n
is very important part

of this measure that corrects the bias due to the chance of selecting the features

which are common between the two randomly chosen subsets. In this case, if the

stability index is zero, it expresses that the overlap between two subsets is almost

due to chance [71].

While Kuncheva index is very efficient for measuring the stability of feature

selection algorithms, a major drawback is, it cannot be used for selected feature

subsets with different sizes. Several modifications are proposed to overcome the

limitation, which are analyzed below.

4.3.2 Extensions of Kuncheva Index

There are three popular extensions of Kuncheva Index for selected feature subsets of

different cardinalities. All the measures are of the same general form as Kuncheva,

differing in the denominator of the respective measures.
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1. Lustgarten’s Measure

In 2009, Lustgarten et al. proposed a modification of Kuncheva index by dividing

the value of numerator by its range. Lustgarten’s measure satisfies the property

of correction by chance and is applicable to different cardinality of selected feature

subsets [41]. It is popularly used as the modified version of Kuncheva index in

different works [80, 10]. In [41], Lustgarten’s measure is defined as:

SIL(Si, Sj) =
r − E[r]

max(r − E[r])−min(r − E[r])
(4.3)

If two selected feature subsets Si and Sj are of cardinalities ki and kj,

respectively, then E[r] =
kikj
n

and hence the above equation becomes

SIL(Si, Sj) =
r − kikj

n

max(r − E[r])−min(r − E[r])
=

r − kikj
n

max(r)−min(r)
(4.4)

Now max(r) = min(ki, kj) and min(r) = max(0, ki + kj − n), the above

equation reduces to:

SIL(Si, Sj) =
r − kikj

n

min(ki, kj)−max(0, ki + kj − n)
(4.5)

This measure has a value in the interval (−1,1). For random feature subset

selection, Lustgarten’s measure provides a value of 0. Like Kuncheva index, Lust-

garten’s measure produces a positive value when feature selection method is more

stable than random feature selection and produces a negative value when feature

selection method is less stable than random feature selection. If Si or Sj or both

have no features or Si or Sj or both contain all the feature in the domain, then

Equation (4.5) is undefined, and in this case it is set to 0, same as in the case of

Kuncheva index.

The main drawback of this measure is that Lustgarten’s measure does not

provide the fixed maximum value of +1 (even when the condition of maximum

stability i.e., ki = kj = r occurs) rather it depends on the variation of ki and kj;
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the maximum value close to +1 is achieved when both ki and kj are either very

small or very close to n. Similarly, it cannot reach the minimum value of −1 for the

condition when the cardinality of intersection between feature subsets is zero, i.e.,

r = 0. In above two cases, Kuncheva index provides the maximum and minimum

stability value of +1 and −1, respectively.

2. Wald’s Measure

Wald et al. in 2013, proposed another modification of Kuncheva’s index by dividing

the numerator by its maximal value [42] (same as Kuncheva) and is defined as:

SIW (Si, Sj) =
r − E[r]

max(r − E[r])
=

r − kikj
n

min(ki, kj)− kikj
n

(4.6)

This measure provides the maximum value of +1 when the overlap between

the two feature subsets is maximum i.e., ki = kj = r and it attains the minimum

value of −1 for the condition ki = kj =
n
2
and r = 0. This measure also provides the

value of 0 when overlap between the two subsets is equal to what would be expected

by random chance.

The limitations of Wald’s measure are as follows:

1. When one of the feature subset is a proper subset of the other i.e., Si ⊂ Sj,

ki < kj and ki = r or Sj ⊂ Si, kj < ki and kj = r, this measure returns

the value of +1. In this case, two feature subsets are not identical and all the

elements of two feature subset are not the same. This condition is illustrated by

the following example. Suppose, in a feature selection problem, one selected

feature set is, Si = {a, c} and other is Sj = {a, b, c, d, f, g}. Therefore, Si

is a proper subset of Sj and ki < kj. Let the total number of feature, n

equal to 10. The cardinality of intersection of two feature sets is, r = 2 and

ki = r. Therefore, min(ki, kj) = ki = 2, kikj/n = 12/10 = 6/5 and the Wald’s

measure is

SIW (Si, Sj) = (r − kikj
n
)/(min(ki, kj)− kikj

n
) = (2− 6/5)/(2− 6/5) = 1.
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2. This measure does not guarantee the lower bound of −1 and depends on ki,

kj and n. It is −1 only when ki = kj = n/2. For a given n, the minimum of

Wald’s measure is 1− n, provided, ki = n− 1 and kj = 1 or vice versa with r

= 0.

We have defined a generalized lower bound as follows:

• For the case when (ki + kj) = n,

Let us consider, ki = q, kj = n − q, ki ≤ kj and r = 0, and the value

of q has the range as q = 1, 2, 3, . . . n/2, then Wald’s measure provides,

SIW (Si, Sj) = 1− n/q.

This can be proved as following:

If, ki = q = 1, kj = n− q and r = 0, then SIW (Si, Sj) = 1− n

ki = q = 2, kj = n− q and r = 0, then SIW (Si, Sj) = 1− n/2

ki = q = 3, kj = n− q and r = 0, then SIW (Si, Sj) = 1− n/3

. . . . . .

ki = q = n/2, kj = n−q and r = 0, then SIW (Si, Sj) = 1−n/(n/2) = −1

• For the case when (ki + kj) < n,

The value of SIW (Si, Sj) is defined within a range as follows,

−1 < SIW (Si, Sj) < 0

3. Average nPOG and Average nPOGR

Percentage of overlapping Gene/Features (POG) is defined as the stability measure

in [73]. POG is not symmetric, POG(Si, Sj) ̸= POG(Sj, Si). The measure is defined

as:

POG(Si, Sj) =
|Si ∩ Sj|
|Si|

=
r

ki
or, POG(Sj, Si) =

|Si ∩ Sj|
|Sj|

=
r

kj
(4.7)

POG does not consider the correlation between features in the selected

feature subsets. POGR is introduced by Zhang et al.which considers the correlated
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features, defined as in [81],

POGR(Si, Sj) =
r + Zi,j

ki
or, POGR(Sj, Si) =

r + Zj,i

kj
(4.8)

where, Zi,j (or Zj,i) represents the number of features in feature subset Si(orSj),

which is significantly positively correlated with at least one feature in feature subset

Sj (or Si). Normalized POG (nPOG) and normalized POGR (nPOGR) are defined

as:

nPOG(Si, Sj) =
POG(Si, Sj)− E[POG(Si, Sj)]

1− E[POG(Si, Sj)]

=
r
ki
− E[r]

1− E[r]
=

r − E[r]

ki − E[r]
=

r − kikj
n

ki − kikj
n

(4.9)

nPOGR(Si, Sj) =
POGR(Si, Sj)− E[POGR(Si, Sj)]

1− E[POG(Si, Sj)]

=
r + Zi,j − E[r]− E[Zi,j]

ki − E[r]− E[Zi,j]

(4.10)

It is seen from Equation (4.9) that the measure nPOG is same as Wald’s

measure, suffering from the same drawbacks as of Wald’s measure in addition to

being non-symmetric.

4. Nogueira and Brown’s Measure

Nogueira and Brown (in 2015) proposed another modification of Kuncheva index by

dividing the numerator by its maximal absolute value [31] so that its value belongs

to the range [−1, 1] to overcome the limitation of Wald’s measure. This measure is

defined as follows:

SIN(Si, Sj) =
r − E[r]

max(|r − E[r]|)
=

r − E[r]

max[−min(r − E(r));max(r − E(r)]

=
r − kikj

n

max[−max(0, ki + kj − n) +
kikj
n
;min(ki, kj)− kikj

n
]

(4.11)

Nogueira’s measure can be considered as a generalization of Kuncheva
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index for different cardinalities of the selected feature subset and its value for

ki = kj = k matches with the value of Kuncheva index. The authors in [31] claimed

that this measure is bounded by −1 and +1 and reaches its maximum value when

the two feature subsets are identical. The authors also showed that this measure

satisfies the desired properties (1 to 6 of the list in the next subsection) of a stability

measure.

However in our experiments with several data sets, we have found the

following limitation of this measure:

1. If one feature subset is a proper subset of the other, i.e., Si ⊂ Sj, ki < kj and

ki = r or Sj ⊂ Si, kj < ki and kj = r, this measure returns the maximum value

of +1, which should not be the case as the two feature subsets are identical.

Moreover, we noted that unlike Wald’s measure, Nogueira’s measure does not

produce the maximum value +1 for all the cases whenever the condition of

proper subset (one of the feature subset is the proper subset of the other)

occurs. We have elaborated this findings by toy example and experiment in

the next section.

2. Nogueira’s measure gives the minimal value of -1, for the conditions ki =

q, kj = n − q, ki ≤ kj, or vice versa, and r = 0 with q in the range q =

1, 2, 3...n/2. For other cases, when ki+ kj < n and r = 0, Nogueira’s measure,

like Wald’s measure, lies between −1 and 0 i.e., −1 < SIN(Si, Sj) < 0.

In the next subsection, the desired properties of any stability measure are

listed and Kuncheva index and its modifications are examined.

4.3.3 Desired Properties of Stability Measure

Kuncheva first introduced the consistency based stability measure depending on

three desired properties [40]. Beside this, Zucknick et al. also highlighted the three

properties of similarity based stability measure in their work [38], which are sym-

metry, homogeneity and bounds/limits. Later Nogueira identified some properties

44



from literature and listed in [31, 62, 43]. Based on the research works so far, we

have summarized the important desired properties of stability measures as follows:

1. Fully Defined: This property demonstrates that a stability measure should

be able to handle any collection of feature subsets, irrespective of its size.

Stability measures without this property can not be defined for the class of

feature selection algorithms which produce variable size feature subsets.

2. Limits/bounds: The stability measure should be bounded by values that do

not depend on the size of the feature subset. The significance of any stability

value is much understood when it has a finite range compared to the range of

[−∞,∞].

3. Maximum-minimum value: The stability measure should reach its maximum

value when all the selected feature subsets are identical, the minimum value

should be reached when the intersection of the feature subsets is zero. Inter-

estingly, it does not happen for all the measures.

4. Monotonicity: This property is highlighted in Nogueira’s work [31, 43]. It

states that the stability measure should be an increasing function of the simi-

larity of the feature subsets.

5. Correction for chance: Kuncheva first introduced this property to reduce the

effect of size of the selected feature subset. It confirms that the expected value

of the stability measure should be constant when the subsets are independently

selected at random.

6. Symmetry: Stability measure should be symmetrical irrespective of the order

of the feature subsets taken for measurement.

7. Homogeneity: This property represents that, the stability measure should not

change if the same constant value is multiplied to the different features in the

feature subsets [38].

8. Redundancy awareness: This property reveals that, if the features are re-

dundant in a feature selection problem, then the stability measure of feature
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selection should be able to calculate the true amount of redundant informa-

tion between the feature subsets [31]. In the present work, this property is not

considered.

Table 4.1 shows the properties of different similarity based stability mea-

sures.

Table 4.1: Properties of Stability measure of feature selection algorithms

Stability
measure

Fully
Defined

Limits
Max-
Mini
value

Monoto-
nicity

Correc-
tion for
chance

Symm-
etry

Homo-
geneity

Jaccard D D D D D D
Dice-
Sørenson

D D D D D D
Ochiai D D D D D D
Hamming
distance

D D D D D D
POG D D D D D
Kuncheva D D D D D D
Lustgarten D D D D D D
Wald D D D D D D
nPOG D D D D D
Nogueira
and
Brown

D D D D D D D

4.4 Toy Experiment for Illustration of the Draw-

backs

In the previous section, we analyzed the merits, demerits and the limitations of

different extended version of Kuncheva index. To have a better understanding, we

design toy experiments of feature subset selection where different stability measures

are used to evaluate similarity between the different pairs of the selected feature

subsets Si, Sj. Here we present the experiments, their results and analysis for the

cases arising from different cardinalities of the selected subsets.
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1. For the case when the two selected feature subsets are such that

Si ⊂ Sj or Sj ⊂ Si.

Let, the total number of features in this experimental problem is n = 20.

Feature subsets of different cardinalities can be selected from the set of 20

features as a result of the several run of a feature selection algorithm. Among

the selected feature subsets from multiple runs of the algorithm, 20 different

pairs of feature subsets are considered for stability measurement where each

pair contains one feature subset that is a proper subset of the other feature

subset. Table 4.2 and Figure 4.1 represent the values of similarity of different

measures for different pairs of feature subsets.

Figure 4.1: Similarity measures for the case when Si ⊂ Sj or vice versa.

From Table 4.2 it is found that Wald’s measure always produces maximum

value +1 while one feature subset is proper subset of the other which means

that the two subsets are not identical. Nogueira’s measure randomly produces

maximum value +1 in some cases but not in all the cases when one subset

is proper subset of the other. In this case of stability measurement, Wald’s

measure and Nogueira’s measure produces incorrect result, because this is not

the condition for getting maximum stability. Lustgarten’s measure shows more

consistent result except for two cases (feature subset pair 19 and 20) when the
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Table 4.2: Similarity values for the case when Si ⊂ Sj or vice versa

Index of
feature
subset
pair

Cardinality
of one
feature
subset ki

Cardinality
of other
feature
subset kj

Cardinality
of
intersection
of feature
subsets, r

Lustgarten’s
measure,
SIL(Si, Sj)

Nogueira’s
measure,
SIN(Si, Sj)

Wald’s
measure,
SIW (Si, Sj)

1 18 1 1 0.1 0.11 1
2 16 2 2 0.2 0.25 1
3 14 3 3 0.3 0.43 1
4 12 4 4 0.4 0.67 1
5 10 5 5 0.5 1 1
6 8 6 6 0.6 1 1
7 6 7 6 0.65 1 1
8 4 8 4 0.6 1 1
9 2 9 2 0.55 1 1
10 1 10 1 0.5 1 1
11 3 11 3 0.45 0.81 1
12 5 12 5 0.4 0.67 1
13 7 13 7 0.35 0.54 1
14 9 14 9 0.45 0.81 1
15 11 15 11 0.55 1 1
16 13 16 13 0.65 1 1
17 15 17 15 0.75 1 1
18 17 18 17 0.85 1 1
19 19 19 19 0.95 1 1
20 1 1 1 0.95 1 1

two feature subsets are identical and the value should be +1. Figure 4.2 also

highlights this condition. In our next experiment, we considered the case when

two feature subsets taken for similarity measurement are completely identical

with different cardinalities.

2. For the case when Si and Sj are identical.

Here we design another experiment for feature subset selection in which each

selected feature subset pair consists of two identical feature subsets. The total

number of features is same as before, n = 20 and we considered 19 different

pairs of the selected feature subsets with different cardinalities.

Table 4.3 shows the values of the different similarity measures for the case

considered here. It is found that as the two stability measures, Nogueira’s

measure and Wald’s measure provide the accurate result for similarity calcu-

lation as expected. The other measure, Lustgarten’s measure, cannot provide

the maximum stability of +1. While Lustgarten’s measure cannot provide the

exact value of +1, it provides a value within a known finite range [0.5, +1).
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Figure 4.2: Similarity values when two feature subsets are identical.

The graphical representation of Table 4.3 is shown in Figure 4.2. It is noted

that Nogueira’s measure provides the same values as the Wald’s measure, re-

sulting overlap of this two lines in the figure. The next experiment has been

conducted for the case when the similarity value between two feature subsets

is minimal i.e., there is no common feature between the two subsets.

3. For the case when Si ∩ Sj is null (r = 0)

As before, the total number of feature in this experiment is, n = 20 . We

considered 19 different feature subset pairs with the condition r = 0. Table

4.4 represents the similarity values of different measures.

It is seen that, in line with the analysis in the previous section, Nogueira’s

measure and Wald’s measure reach the minimum value of −1, but does not

show the value of −1 for all the cases when r = 0. For Wald’s measure, the

minimum value is achieved only when ki = kj = n/2 with r = 0. The values of

Wald’s measure in Table 4.4 also supports the fact we mathematically proved

in the previous section, for example, if ki = q, kj = n−q, ki < kj or vice versa,

r= 0 and q has the range q = 1, 2, 3, . . . n/2, then Wald’s measure provides

the value (1 − n/q). Figure 4.3 represents the graphical view of Table 4.4.

As expected according to our analysis, Nogueira’s stability measure gives the
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Table 4.3: Similarity values for the case when Si and Sj are identical

Index of
feature
subset
pair

Cardinality
of one
feature
subset ki

Cardinality
of other
feature
subset kj

Cardinality
of
intersection
of feature
subsets, r

Lustgarten’s
measure,
SIL(Si, Sj)

Nogueira’s
measure,
SIN(Si, Sj)

Wald’s
measure,
SIW (Si, Sj)

1 1 1 1 0.95 1 1
2 2 2 2 0.9 1 1
3 3 3 3 0.85 1 1
4 4 4 4 0.8 1 1
5 5 5 5 0.75 1 1
6 6 6 6 0.7 1 1
7 7 7 7 0.65 1 1
8 8 8 8 0.6 1 1
9 9 9 9 0.55 1 1
10 10 10 10 0.5 1 1
11 11 11 11 0.55 1 1
12 12 12 12 0.6 1 1
13 13 13 13 0.65 1 1
14 14 14 14 0.7 1 1
15 15 15 15 0.75 1 1
16 16 16 16 0.8 1 1
17 17 17 17 0.85 1 1
18 18 18 18 0.9 1 1
19 19 19 19 0.95 1 1

minimal value of −1, for ki + kj = n, ki = q, kj = n− q, ki < kj or vice versa,

with r = 0 and q has the range q = 1, 2, 3, . . . n/2. For other cases, when

ki + kj < n and r = 0, both Nogueira’s measure and Wald’s measure have the

same value between −1 and 0. For minimal stability condition, Lustgarten’s

measure provides a value between −1 to 0, but never reaches −1.

From the results of the above toy experiments it can be stated that, Lust-

garten’s stability measure provides more systematic results than other extended

version of Kuncheva index except for two conditions, one is when the two selected

feature subsets are identical or stability value should be a fixed maximum value

of +1 and another is when intersection between the feature subsets is zero or the

stability value should be a fixed minimum value of −1. While the Lustgarten’s sta-

bility values in these two cases are not appropriate, the values are bounded by finite

numbers. In the next section we propose corrections to the Lustgarten’s measure to

make it appropriate for the conditions of maximal and minimal stability. The detail

proposal is described in the next section.
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Table 4.4: Similarity values for the case whenSi ∩ Sj is null (r = 0)

Index of
feature
subset
pair

Cardinality
of one
feature
subset ki

Cardinality
of other
feature
subset
in kj

Cardinality
of
intersection
of feature
subsets, r

Lustgarten’s
measure,
SIL(Si, Sj)

Nogueira’s
measure,
SIN(Si, Sj)

Wald’s
measure,
SIW (Si, Sj)

1 19 1 0 -0.95 -1 -19
2 18 2 0 -0.9 -1 -9
3 17 3 0 -0.85 -1 -5.67
4 16 4 0 -0.8 -1 -4
5 15 5 0 -0.75 -1 -3
6 14 6 0 -0.7 -1 -2.33
7 13 7 0 -0.65 -1 -1.86
8 12 8 0 -0.6 -1 -1.5
9 11 9 0 -0.55 -1 -1.22
10 10 10 0 -0.5 -1 -1
11 9 9 0 -0.45 -0.82 -0.82
12 8 7 0 -0.4 -0.67 -0.67
13 7 7 0 -0.35 -0.54 -0.54
14 6 6 0 -0.3 -0.43 -0.43
15 5 4 0 -0.25 -0.33 -0.33
16 4 4 0 -0.2 -0.25 -0.25
17 3 2 0 -0.15 -0.18 -0.18
18 2 2 0 -0.1 -0.11 -0.11
19 1 1 0 -0.05 -0.05 -0.05

4.5 Proposed Correction of Lustgarten’s Measure

The main shortcomings of Lustgarten’s measure are that it cannot reach its maxi-

mum value of +1, when the feature subsets are identical and similarly cannot reach

its minimum value of −1 when the cardinality of intersection between feature subsets

is zero. Lustgarten’s measure possesses all the desired properties except the prop-

erty of maximum-minimum value. Here we have proposed corrections to remove the

drawbacks.

4.5.1 Proposed Correction Value for Different Conditions

Different possible cases are considered for correction and are stated below:

1. The correction for maximum value:

The maximum similarity value for the stability measure should occur when the
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Figure 4.3: Similarity values when the intersection of the feature subsets is null.

two feature sets are identical, i.e., ki = kj = r. In this case, Kuncheva index

and other stability measures provide the maximum value of +1, but Lust-

garten’s measure provides different values which are less than +1, depending

on the cardinality of the selected feature subsets. In this work, we propose the

correction of the measure based on three different cases for the cardinality of

r.

• Case 1: When 0 < r < n/2

The Lustgarten’s measure for the feature subsets in this case can be

written as:

SIL(Si, Sj) =
r−

kikj
n

min(ki,kj)−max(0,ki+kj−n)
=

r− r∗r
n

r−0
= 1− r

n
.

where n is the number of all features.

Correction value = Ideal value–Lustgarten′s measure = 1−(1− r
n
) = r

n

• Case 2: When r = n/2

In this case, Lustgarten’s measure can be written as:

SIL(Si, Sj) =
r−

kikj
n

min(ki,kj)−max(0,ki+kj−n)
=

r−n/2n/2
n

r−0
= n/2−n/4

n/2
= 1

2
.
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where n is the number of all features.

Correction value = Ideal value–Lustgarten′s measure = 1− 1
2
= 1

2

• Case 3: When n/2 < r < n

For this case, Lustgarten’s measure can be written as:

SIL(Si, Sj) =
r−

kikj
n

min(ki,kj)−max(0,ki+kj−n)
=

r− r∗r
n

r−(ki+kj−n)
= r(n−r)

n(n−r)
= r

n
.

where n is the number of all features.

Correction value = Ideal value–Lustgarten′s measure = 1− r
n
= n−r

n

2. The correction for minimum value:

In this case, selected feature subsets have no common feature, i.e., r = 0. In

this condition, Kuncheva index and some other extension of Kuncheva index

should provide the minimum value of −1. However, for the Kuncheva index

and Wald’s measure, this is satisfied only when ki = kj = k = n/2. We

assessed the correction for the other cases of cardinalities of ki and kj as

follows:

• Case 1: When ki + kj = n.

In this case, let us consider, ki = n− p and kj = p, or vice versa, where

p = 1, 2, 3...n/2 Lustgarten’s measure can be written as:

SIL(Si, Sj) =
r−

kikj
n

min(ki,kj)−max(0,ki+kj−n)
=

0− p(n−p)
n

p−0
= − (n−p)

n
= −max(ki,kj)

n

Correction value = Ideal value–Lustgarten′s measure

= −1− (−max(ki,kj)

n
) =

max(ki,kj)

n
− 1

• Case 2: When ki + kj < n.

In this case, let us consider ki > kj, or vice versa, Lustgarten’s mea-

sure can be written as: SIL(Si, Sj) =
r−

kikj
n

min(ki,kj)−max(0,ki+kj−n)
=

0−
kikj
n

kj−0
=

−ki
n
= −max(ki,kj)

n

Correction value = Ideal value–Lustgarten′s measure

= −1− (−max(ki,kj)

n
) =

max(ki,kj)

n
− 1

In all the cases, correction value for the condition r = 0 is same.
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4.5.2 Proposed Corrected Lustgarten’s Measure

Based on the above analysis, here we summarize our newly proposed corrected Lust-

garten’s measure SILnew(Si, Sj) in Equation (4.12) for defining similarity between

two selected feature subsets Si and Sj having cardinalities ki and kj, respectively,

while r, n being the cardinality of intersection of the selected feature subsets and

total number of features. In Equation (4.12), r = ki = kj, when r is defined within

the range 0 < r < n.

SILnew(Si, Sj) =

r−
kikj
n

min(ki,kj)−max(0,ki+kj−n)
+ r

n
, if 0 < r < n/2

r−
kikj
n

min(ki,kj)−max(0,ki+kj−n)
+ 1

2
, if r = n/2

r−
kikj
n

min(ki,kj)−max(0,ki+kj−n)
+ n−r

n
, if n/2 < r < n

r−
kikj
n

min(ki,kj)−max(0,ki+kj−n)
+

max(ki,kj)

n
− 1, if r = 0

0, if r = n

(4.12)

4.5.3 Toy Experiment for Verification

An experimental illustration have been done, similar to our experiments in the

previous section, for verification of the proposed corrected Lustgarten’s measure.

As before, the total number of features is n = 20. Selected feature subset pairs

of different cardinalities are considered. Various measures along with our proposed

corrected Lustgarten’s measures are used for stability measurement. The results are

shown in Table 4.5.

In Table 4.5, the 1st to 6th feature subset pairs are formed in such way that

each pair have identical feature subsets, i.e., ki = kj = r. Corrected Lustgarten’s

measure, Nogueira’s and Wald’s measure produce the correct maximum value. For

the 7th to 12th feature subset pairs, the intersection between feature subsets for

each pair is zero, so the stability should be minimum, with value of −1. Corrected

Lustgarten’s measure only provides this minimum stability value for all the feature

subset pairs (7th to 12th). For the last eight feature subset pairs (13th to 20th), one

54



Table 4.5: Comparison of stability measures with proposed corrected Lustgarten’s
measure

Index of
feature
subset
pair

Cardinality
of one
feature
subset ki

Cardinality
of another
feature
subset kj

Cardinality of
intersection
of feature
subsets r

Lustgarten’s
measure,
SIL(Si, Sj)

Correction
value in
Lustgarten’s
measure

Corrected
Lustgarten’s
measure
SILnew(Si, Sj)

Nogueira’s
measure,
SIN(Si, Sj)

Wald’s
measure,
SIW (Si, Sj)

1 1 1 1 0.95 0.05 1 1 1
2 2 2 2 0.90 0.10 1 1 1
3 10 10 10 0.50 0.50 1 1 1
4 19 19 19 0.95 0.05 1 1 1
5 12 12 12 0.60 0.40 1 1 1
6 7 7 7 0.65 0.35 1 1 1
7 19 1 0 -0.95 -0.05 -1 -1 -19
8 15 5 0 -0.75 -0.25 -1 -1 -3
9 10 10 0 -0.50 -0.50 -1 -1 -1
10 5 4 0 -0.25 -0.75 -1 -0.33 -0.33
11 3 2 0 -0.15 -0.85 -1 -0.18 -0.18
12 1 1 0 -0.05 -0.95 -1 -0.05 -0.05
13 18 1 1 0.10 0 0.10 0.11 1
14 10 5 5 0.50 0 0.50 1 1
15 4 12 4 0.40 0 0.40 0.67 1
16 14 3 3 0.30 0 0.30 0.42 1
17 1 10 1 0.50 0 0.50 1 1
18 3 11 3 0.45 0 0.45 0.81 1
19 15 17 15 0.75 0 0.75 1 1
20 9 14 9 0.45 0 0.45 0.81 1

feature subset is proper subset of the other feature subset i.e., the two subsets are

not identical. Wald’s measure gives a stability value of +1. Nogueira’s measure also

gives the stability value of +1 for 3 cases, and less than 1 for rest of the five cases.

Lustgarten’s measure produces value less than 1 for all the cases which is more

appropriate than Nogueira’s measure or Wald’s measure. It can be verified that

corrected Lustgarten’s measure can produce appropriate values in all the different

possible cases.

4.6 Experiments with Benchmark Data Sets

To conduct the experiment, we have collected fifteen benchmark data sets which

are taken from UCI [64]. Table 4.6 summarises the data sets, including the data

set name, the total number of features, the total number of instances and the total

number of classes. Among the 15 data sets, nine are binary-class, and the rest are

multi-class. Some data sets need to be pre-processed due to their categorical nature

or having missing values. We converted categorical type features into numeric types.

We also replaced all missing values of numeric features with the average from the

data.
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Table 4.6: Dataset Description

Datasets
Total no.
of features

Total no.
of instances

Total no.
of classes

dna 180 3186 3
iris 4 150 3

Page-blocks 10 5473 5
Pen-digits 16 10992 10
splice 60 3190 3

Waveform-5000 40 5000 3
Banknote 4 1372 2

Climate-model 18 540 2
Cryotherapy 6 90 2
diabetes 8 768 2
heart 13 270 2

Japanese-vowels 12 9961 2
Prostate-cancer 8 100 2

apndcts 7 106 2
sonar 60 208 2

4.6.1 Experimental Process

In the simulation experiment, we first generate M perturbed sample sets of a given

data set using a re-sampling technique. Afterwards, we apply a feature selection

algorithm on each of the M sample sets, obtaining a feature subset Si for ith sample

set. Therefore, we get M feature subsets ϕ = {S1, S2, ..., SM}. The feature selec-

tion algorithm that we have used is the filter subset based feature selection named

correlation-based feature selection (CFS) [17]. A stability measure algorithm then

takes feature subsets ϕ = {S1, S2, ..., SM} as input and calculate the stability among

different feature subset pairs. If the total number of feature subsets is M , then there

are M(M−1)
2

possible pairs of feature subsets that are used to calculate the stability.

In this experiment, we choose the value of M to 10 and therefore, we have 45 feature

subset pairs. After that we have calculated the stability with Lustgarten measure,

Wald measure, Nogueira measure and proposed corrected Lustgarten measure and

compared the results for all datasets. We also examined whether our proposed cor-

rected Lustgarten measure satisfies the properties that other modified Kuncheva

index-based approaches can not.
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4.6.2 Results and Discussion

Table 4.7 represents the feature selection result of apndcts dataset for 10 feature

subsets using CFS based feature selection algorithm. This table shows that ’Feature

Subset 1’ and ’Feature Subset 10’ are identical. Similarly, ’Feature Subset 6’ and

’Feature Subset 9’ are also identical. Other feature subsets are not identical to one

another. In this table, the cardinality of the each feature subset is also presented.

Table 4.7: Ten Selected feature subsets of apndcts dataset

Feature Subset Selected feature subset
Cardinality of selected

feature subset
Feature Subset 1 At3, At2, At5, At7 4
Feature Subset 2 At1, At2, At6, At5, At3 5
Feature Subset 3 At3, At1, At2, At7, At5 5
Feature Subset 4 At3, At2, At1, At7 4
Feature Subset 5 At3, At7, At2 3
Feature Subset 6 At1, At7, At6, At3 4
Feature Subset 7 At3, At1, At6 3
Feature Subset 8 At1, At7, At5, At6, At3 5
Feature Subset 9 At3, At7, At1, At6 4
Feature Subset 10 At3, At5, At2, At7 4

It is required to identify the type of feature subset pair to explain the

stability value clearly. Table 4.8 shows the pair of feature subsets matrix for apndcts

data set that compares all the feature subset pairs. It is observed that with ten

feature subsets, 10C2 or 45 feature subset pairs can be constructed. In the table,

each identical feature subset pair is denoted as ’I’, each feature subset pair with

proper subset is denoted as ’P’, and each feature subset pair of neither proper nor

identical is denoted as ’N’. After counting each type of subset pair for this data set,

we get P for 13 cases, I for two cases, and N for 30 cases.

After repeating the same procedure for the rest of the data sets, we have

summarized the results in Table 4.9. The table represents the types of feature subset

pairs for 15 data sets using a CFS-based feature selection algorithm. Among 15 data

sets, five data sets such as dna, Page-blocks, Banknote, Climate-model, Japanese-

vowels give 45 identical feature subset pairs out of 45 feature subset pairs, indicating

all feature subsets in the different samples are the same. Therefore, regarding these

five data sets, the stability results must be maximum value of 1. As not all feature
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Table 4.8: Pair of feature subsets matrix for apndcts dataset

Feature Subset 1 2 3 4 5 6 7 8 9 10
1 N P N P N N N N I
2 N N N N P N N N
3 P P N N N N P
4 P N N N N N
5 N N N N P
6 P P I N
7 P P N
8 P N
9 N
10

Table 4.9: Types of feature subset pair obtained for 15 datasets

Datasets
No. of
Feature
subsets

No. of
total

feature
subset
pair

No. of
feature
subset
pair
with

proper
subset,

P

No. of
identical
feature
subset
pair, I

No. of
neither
proper
nor

identical
feature
subset
pair, N

dna 10 45 0 45 0
iris 10 45 9 36 0

Page-blocks 10 45 0 45 0
Pen-digits 10 45 16 29 0
splice 10 45 16 29 0

Waveform-5000 10 45 26 19 0
Banknote 10 45 0 45 0

Climate-model 10 45 0 45 0
Cryotherapy 10 45 23 22 0
diabetes 10 45 9 36 0
heart 10 45 36 9 0

Japanese-vowels 10 45 0 45 0
Prostate-cancer 10 45 21 24 0

apndcts 10 45 13 2 30
sonar 10 45 1 0 44
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Table 4.10: Comparison of four stability measures

Datasets
Lustgarten
measure

Nogueira
measure

Wald
measure

Corrected
Lustgarten
(proposed)

dna 0.9889 1 1 1
iris 0.7500 1 1 0.9694

Page-blocks 0.8500 1 1 1
Pen-digits 0.8944 1 1 0.9778
splice 0.9468 1 1 0.9826

Waveform-5000 0.8158 1 1 0.9325
Banknote 0.7500 1 1 1

Climate-model 0.9722 1 1 1
Cryotherapy 0.7574 1 1 0.9315
diabetes 0.8125 1 1 0.9681
heart 0.7556 0.9416 1 0.8479

Japanese-vowels 0.8750 1 1 1
Prostate-cancer 0.8417 1 1 0.9486

apndcts 0.5984 0.6697 0.6893 0.6460
sonar 0.7378 0.8280 0.8280 0.7378

subset pairs for the rest of the data sets are identical, stability results must be less

than 1. For sonar data set, there is no identical feature subset pair. Only one

feature set pair has a proper subset, and the rest of the 44 feature subset pairs are

neither proper nor identical. Only the data set apndcts has three different types of

feature subset pairs: two identical feature subset pairs, 13 feature subset pairs with

proper subset, and 30 neither proper nor identical feature subset pairs. Due to the

variation of types of different feature subset pairs, the stability results of CFS based

feature selection algorithm is different.

Table 4.10 highlights the overall comparison among the four different sta-

bility measures in calculating the stability of the feature selection algorithm. Results

show that Wald’s measure provides the maximum stability value of 1 for 13 data

sets, and Nogueira’s measure provides the maximum stability value of 1 for 12 data

sets. However, not a single case, Lustgarten measure provides the maximum sta-

bility value. It is observed that our corrected Lustgarten measure yields maximum

stability value for five cases. It was shown in the previous table (Table 4.9) that

only five data sets give identical feature subset pairs. As a result, the stability value

should be the maximum of 1 for these five data sets, not for other data sets. On
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the other hand, Lustgarten measure does not provide the maximum stability value

of 1 for these five data sets, which should be the maximum. Although Wald’s and

Nogueira’s measures yield the maximum stability value of 1 for these five data sets,

they both provide a maximum of 1 for other data sets. Instead, the value should be

less than 1 (seven cases for Nogueira, and eight cases for Wald). This is because,

for these data sets, there are proper subset pairs along with identical feature subset

pairs. In other words, Wald’s measure and Nogueira’s measure give incorrect results

for some data sets when feature subset pairs have proper subset pair, i.e. S1 ⊂ S2

or vice versa.

One common limitation of Wald’s measure and Nogueira’s measure is that

for a feature subset pair, if one feature subset is a proper subset of another, the

stability value is maximum. Unlike Wald’s measure, Nogueira’s measure does not

provide the maximum value for all the cases whenever the condition of proper subset

occurs. For this reason, Wald’s measure gives the maximum stability value of 1 for

heart data set, but in that data set, Nogueira’s measure gives the stability value

0.9436. Therefore, it can be said that our proposed corrected Lustgarten’s measure

gives more appropriate stability results.

4.7 Conclusion

In this chapter, at first, we have investigated Kuncheva index and its modifications

and extensions meticulously, highlighting their merits and limitations. To over-

come the shortcoming of Kuncheva index, several modifications and extensions of

Kuncheva index are proposed by different researchers like Lustgarten’s measure,

Wald’s measure, nPOG and the most recent Nogueira’s measure. We have sum-

marized the required properties of a stability measure and examined whether these

are satisfied by the existing popular measures. After that we have proposed a new

modified measure based on the correction of Lustgarten’s stability measure. It is

found by toy experiments that, with the proposed new correction, corrected Lust-

garten’s measure can overcome the limitations of the other measures and satisfy all

the tabulated properties. After conducting the toy experiments, we have conducted
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another experiment with using fifteen benchmark datasets. This experiment also

verifies the limitations of Wald’s measure, Nogueira’s measure and Lustgarten mea-

sure. In addition, this study reveals that the proposed corrected Lustgarten measure

overcomes the limitations of Lustgarten measure and gives better stability values

than other modified Kuncheva indices.The error in Lustgarten’s stability measure

is found to be very specific and systematic compared to erratic behaviour of other

extensions of Kuncheva index like Wald’s measure or Nogueira’s measure. So we

attempted to correct Lustgarten’s measure to define the new proposed measure and

could be able to achieve a new measure which produces consistent values.
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Chapter 5

Jeffries-Matusita (JM) distance

based Feature Selection

5.1 Introduction

For binary classification problems the class labels divide each of the features into two

distributions and hence measures like Bhattacharya Distance can be used to measure

the separability between these feature class distributions. For binary classification

problems Bhattacharya Distance can also be used for feature ranking. Jeffries-

Matusita (JM) distance is an improvement over Bhattacharya Distance, which stan-

dardized the distance between 0 to 2 for an easy comparison across datasets. As per

literature study, though Bhattacharya Distance has been used for feature ranking

[82], there does not seem to be any research effort where JM distance is used for

feature ranking.

In this chapter, at first JM distance has been used as a feature ranking

measure for binary classification problem over 24 publicly available datasets. The

results have been compared with three popular ranking based measures including

Information Gain, Relief and Chi-Squared. An analysis of the JM value with the

classification accuracy has been done, to understand if such analysis reveals any more

information over and above the selection of the features. After that, an efficient
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feature subset selection algorithm for multiclass problems based on JM distance

has been proposed. The proposed approach consists of two steps. In the first

step, similar to existing JM distance based feature selection approaches, features are

ranked according to the JM distances for all class pairs and multiple ranked feature

lists are created corresponding to each class pair. The second step is the novel

contribution of this work in which a heuristic approach is developed to select the

final optimum feature subset from the multiple ranked feature lists (corresponding

to each class pair) based on the average JM distance values of the top ranking

features of each class pair. Unlike traditional approaches, the proposed algorithm

does not use any explicit search mechanism to find out the optimum feature subset.

The proposed algorithm has been evaluated by comparing with other multiclass

JM distance based feature selection as well as with some other popular filter based

ranking methods by simulation experiment with benchmark data sets.

5.2 JM Distance based Feature Selection Algo-

rithm for Binary Classification

In this section, a simulation experiment has been done where JM distance can be

used as a filter ranked based feature selection algorithm for binary class problems.

Working process and simulation results have been shown in the following.

5.2.1 Material and Methods

In this section, different details of the empirical study that we conducted are fur-

nished which can be used to reproduce the results. Datasets are taken from the

public UCI data repository [63]. Dataset description is shown in Table 5.1.

• ‘R’ has been as the computational environment [83].

• Naive Bayes have been used as the machine learning classifier.
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• ‘R’ Packages SpatialEco and FSelector have been used for the calculation of

JM Distance, Information Gain (IG), Chi-Square (CS) and Relief.

• Default parameters have been used for computation of relief.

• 80% of each the datasets has been taken as training and 20% as testing. This

has been repeated 10 times with different seeds and the average value has been

reported.

• The classification accuracies have been computed for 10%, 25%, 50% and 75%

for each of the methods and the maximum of them have been reported.

Table 5.1: Description of Data sets

Datasets
No. of
features

No. of
classes

No. of
Instances

Sonar 61 2 208
Ion (Ionosphere) 34 2 351
Bupa (Liver Disorders) 7 2 345
Heart 14 2 270
Biodeg (QSAR biodegradation) 41 2 1055
Apndcts (Appendicitis) 8 2 106
Mcg (MAGIC Gamma Telescope) 11 2 19020
Twonorm 21 2 7400
Best cancer (Breast Cancer Wisconsin) 32 2 569
Diabetes (Pima Indians Diabetes) 9 2 768
Prostate Cancer 10 2 100
Lung Cancer 7 2 59
Cryotherapy 7 2 90
Fertility diagnosis 10 2 100
Indian Liver Patient dataset (ILPD) 10 2 583
Banknote authentication 5 2 1372
Faults (Steel Plates Faults) 27 2 1941
kc2 (KC2 Software defect prediction) 22 2 522
Phoneme 5 2 5404
pc1 (PC1 Software defect prediction) 23 2 1109
Climate model 21 2 540
SPECTF 45 2 349
Satellite 37 2 5100
Japanese Vowels 12 2 640
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5.2.2 Results and Analysis

The classification accuracies of the four methods JM distance, IG, CS and Relief

for feature selection algorithms are compared. These methods are also compared

in terms of execution time. Finally, an investigation has been performed with the

top 10% JM values of the datasets with the classification accuracy, to understand if

these values give any general idea of the separability of the classes in the dataset.

Figure 5.1: Classification Accuracy of all the methods

A. Comparison on classification accuracy

In Table 5.2, the maximum classification accuracy of these methods is reported. It

can be observed from the Table 5.2 that

• In terms of maximum wins, JM distance is 3rd followed CS and IG.

A more detailed comparison is enclosed in Figure 5.1 below. From Figure 5.1,

it can be concluded that
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• All the methods are quite comparable, though JM distance does not win in

terms of number of datasets, the range of classification accuracies produced

by JM distance is very much comparable with all other methods.

Figure 5.2: Comparison of JM, CS and IG on the basis of execution time

B. Comparison on execution time

In this section, analysis of the comparison on the basis of execution time has been

enclosed. This is enclosed in the below Table 5.3.

From Table 5.3, it can be observed that

• Relief is the most expensive of all the four.

• IG, JM distance and CS are comparable.

The comparison of these three methods has been shown in Figure 5.2. It

can be observed that JM distance which is the blue line consistently takes the lowest

time as compared to other datasets.
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Figure 5.3: Comparison of top JM distance values across datasets

C. Comparison of classification accuracy and top JM values of the datasets

An investigation on the classification accuracies achieved on the datasets has been

done with the average of top 10% JM values. The comparison has been demonstrated

in the Figure 5.3 below. The datasets having a value greater than one have been

marked as ’high’, the ones having a value greater than 0.5 and less than 1 have been

marked as medium and ones having less than 0.5 has been marked as ’low’ as far as

class separability is concerned.

As observed from Figure 5.3

• The datasets marked as high have displayed higher classification accuracy on

average as compared to Medium.

• Similarly, datasets marked as medium showed higher classification accuracy

on average as compared to Low.

• The maximum values for ‘high’ marked datasets are also much more than the

‘Medium’ class.
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Table 5.2: Comparison of Classification Accuracy

Datasets JMD IG Relief CS

Sonar 0.1813 0.2402 24.2600 0.2052
Ion 0.1239 0.1782 15.3400 0.1548
Bupa 0.0286 0.0412 3.3550 0.0434
Heart 0.0492 0.0840 4.7760 0.0619
Biodeg 0.3029 0.4050 52.1800 0.3405
Apndcts 0.0262 0.0348 1.4180 0.0328
Mgc 1.1680 1.6800 314.6800 1.6210
Twonorm 0.7747 1.1700 212.5200 1.1070
Brest cancer 0.1382 0.1989 23.1900 0.1878
Diabetes 0.0571 0.0822 9.1740 0.0745
Prostate Cancer 0.0246 0.0408 1.4640 0.0318
Lung Cancer 0.0145 0.0241 0.5226 0.0177
Cryotherapy 0.0196 0.0304 1.0064 0.0275
Fertility Diagnosis 0.0270 0.0389 1.5300 0.0323
ILPD 0.0582 0.0804 10.9800 0.0757
Banknote authentication 0.0585 0.0894 9.5260 0.0854
Faults 0.3262 0.4407 66.1800 0.4637
kc2 0.0969 0.1419 13.6200 0.1299
Phoneme 0.2430 0.3236 41.3000 0.3334
pc1 0.1891 0.2307 28.5200 0.2219
Climate Model 0.0991 0.1383 12.4800 0.1257
SPECTF 0.1711 0.2152 21.7900 0.1994
Satellite 0.9317 1.2960 237.9000 1.2800
Japanese Vowels 0.7298 1.0048 158.9100 0.9991

• Similarly, the minimum values of the ‘low’ marked datasets are much less than

the ‘Medium’ marked datasets.

5.3 JM Distance based Feature Subset Selection

Approach for Multiclass Problems

In the previous section JM distance was used as a feature selection tool only for bi-

nary class problem. In this section, we have worked on the JM distance for multiclass

problem and an efficient feature subset selection algorithm for multiclass problems

based on JM distance has been proposed. Until recently, JM based approaches that

have been proposed for feature selection in multiclass problems are all univariate
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Table 5.3: Comparison of Execution Time for all data sets

Datasets JMD IG Relief CS

Sonar 0.1813 0.2402 24.2600 0.2052
Ion 0.1239 0.1782 15.3400 0.1548
Bupa 0.0286 0.0412 3.3550 0.0434
Heart 0.0492 0.0840 4.7760 0.0619
Biodeg 0.3029 0.4050 52.1800 0.3405
Apndcts 0.0262 0.0348 1.4180 0.0328
Mgc 1.1680 1.6800 314.6800 1.6210
Twonorm 0.7747 1.1700 212.5200 1.1070
Brest cancer 0.1382 0.1989 23.1900 0.1878
Diabetes 0.0571 0.0822 9.1740 0.0745
Prostate Cancer 0.0246 0.0408 1.4640 0.0318
Lung Cancer 0.0145 0.0241 0.5226 0.0177
Cryotherapy 0.0196 0.0304 1.0064 0.0275
Fertility Diagnosis 0.0270 0.0389 1.5300 0.0323
ILPD 0.0582 0.0804 10.9800 0.0757
Banknote authentication 0.0585 0.0894 9.5260 0.0854
Faults 0.3262 0.4407 66.1800 0.4637
kc2 0.0969 0.1419 13.6200 0.1299
Phoneme 0.2430 0.3236 41.3000 0.3334
pc1 0.1891 0.2307 28.5200 0.2219
Climate Model 0.0991 0.1383 12.4800 0.1257
SPECTF 0.1711 0.2152 21.7900 0.1994
Satellite 0.9317 1.2960 237.9000 1.2800
Japanese Vowels 0.7298 1.0048 158.9100 0.9991

feature ranking strategy in which average JM distance for all the class pairs are

used for final feature ranking whereas we propose here a heuristic approach to select

the final optimal feature subset. This proposed algorithm has been evaluated by

comparing with other multiclass JM distance as well as with some other popular

filter based ranking methods by simulation experiment with benchmark data sets.

5.3.1 JM Distance Extensions for Multiclass Problems

An extended definition of JM distance for the multiclass problem, the weighted

average JMave, has been reported in [84]. For m number of classes, it is defined

according to [84] as:
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JMave =
1

m(m− 1)

m−1∑
i=1

m∑
j=i+1

JMij (5.1)

In [58], the authors proposed another multiclass extension of JM distance,

JMBh, which is an equivalent of Bhattacharyya bound to Bayes error, and justified

its efficiency over JMave in feature selection for multiclass problems by simulation

experiments. For m class problem, JMBh is defined as:

JMBh =
m∑
i=1

m∑
j≥i

JM2
ij (5.2)

5.3.2 Proposed Feature Selection Approach with JM Dis-

tance for Multiclass Problems (JMmc)

In this part, a novel optimum feature subset selection approach JMmc, for a multi-

class problem based on the feature evaluation by JM measure is proposed, which is

described in detail in this section. Traditionally optimum feature subset selection

approaches require a measure for evaluating feature or feature subset and a search

strategy for finding out the best feature subset from possible feature subsets. The

proposed approach is composed of two steps. In the first step (algorithm 1), simi-

lar to existing JM distance based feature selection approaches, features are ranked

according to the JM distances for all class pairs and multiple ranked feature lists

are created corresponding to each class pair. Other multiclass JM distance based

approaches for feature selection use some kind of average JM measure, averaged

over all class pairs, which is described in the previous section by Equation 5.1 and

Equation 5.2, for final feature ranking. In our work, a novel heuristic approach

for selecting an optimum feature subset from the multiple lists of ranked features

corresponding to each class pair, obtained after the first step, is proposed in the sec-

ond step (algorithm 2). Moreover, our approach does not include traditional search

based methods for final feature subset selection. The heuristics proposed in our work

is based on the following core concept. If the average JM values of the top ranking

features for a class pair is high, the classes are considered to be well separated and
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Figure 5.4: Class pair-Feature Table

few number of top ranking features are needed for good classification accuracy. The

case is opposite for low average JM values of the top ranking features. The classes

are not well separated, and we need to consider features in the final feature subset

to provide better classification accuracy. The detailed algorithm is presented below.

• Algorithm 1 : For any multiclass data set, let the number of features be n and

the number of classes be m where m > 2. The number of class pairs (NC)

will be m(m−1)
2

. JM distance is calculated for each feature and for each pair

of classes according to Eq. (2.9). Each set of calculations are repeated for K

times with K different seed values and average value of K trials is taken as

the JM distance JMmeanpq of qth class pair of pth feature where p = 1, · · · , n

and q = 1, · · · , NC = m(m−1)
2

. The procedure is shown in Algorithm 5.1.

Figure 5.4 illustrate an example of class pair- feature table after the execution

of Algorithm 5.1. In this table, the value of a particular cell indicates a

JMmeanpq for K trials.

• Algorithm 2 : In Algorithm 5.2, for qth class pair, features are ranked in

descending order according to the values of JMmeanpq distance of all the fea-

tures (JMmeanpq, p = 1, · · · , n). This is done for all class pairs. So we have

now feature lists (FLq, where q = 1, · · · , NC) of ranked features correspond-

ing to each class pair. The number of features in all the feature lists are the

same as the total number of features n. Now our proposed approach selects

the most important feature subset from the (FLq, where q = 1, · · · , NC) or-

dered feature lists for the multiclass problem. The underlying concept of the

selection of features from the feature lists is presented below.
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Algorithm 5.1 Calculation of average JM distance for all class-pairs and features

1: procedure JMClassPair(classPair, featureList,K)
2: JFCk : JM distances for all class-pairs of all features of the kth iteration
3: JMmean : Average JM distance for all class- pairs of all features for K trials
4: for each q of classPair do
5: for each p of featureList do
6: sum← 0
7: for each k of K do
8: sum← sum+JFCk[p, q]
9: end for

10: JMmean[p, q] ← sum/K
11: end for
12: end for
13: return JMmean
14: end procedure

• JMmeanpq distance is a separability measure, which determines the average

class separability of a feature p for a class pair q. The larger JMmeanpq dis-

tance value of a feature p indicates that the feature can separate the class pair

q very well, which implies an increase in classification accuracy. For multiclass

problems, JMmeanpq distance is calculated for each class pair q and different

class pair shows a different value of JMmeanpq distance for a single feature

p. If for a particular class pair q, the JMmeanpq distances of the top ranking

features are near to 2 (the upper limit of standard JM distance is theoretically

2), then the features are very strong to easily separate classes. In this case,

a lesser number of features can provide good classification accuracy. On the

other hand, if the JMmeanpq distance values of the top ranking features are

low, the features have not good separability, then comparatively more features

are required to provide moderate classification accuracy. Based on this con-

cept, different percentages of features are selected from different class pairs for

improvement of classification accuracy.

The final feature subset selection from the ranked feature lists of all class pairs

need to be done according to the following rules.

1. If the top JMmeanpq distance value (FLmaxq) of the feature list of the

qth class pair (FLq) is greater than 1, then top α% of features are selected

from the feature list of that class pair FLq . (α has to be predefined).
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2. If the top JMmeanpq distance value of the feature list (FLmaxq) of any

class pair is greater than 0.5 but less than or equal to 1, then top 2α% of

features are selected from the feature list of that class pair.

3. If the top JMmeanpq distance value of the feature list (FLmaxq ) of

the class pair is less than or equal to 0.5 , then top 3α% of features are

selected from the feature list of that class pair.

• The selected features from all the class pairs are put in a list (selected feature

list SFL ). As there is a possibility that a particular feature might be selected

more than once, the frequency of occurrence of each feature p in the selected

feature list SFL is counted and let it be |SFLp|, p = 1, · · · , n. Let the median

value be SFLmed. Now for finding out the final feature subset, depending on

the relative number of features and the number of class pairs, two cases are

considered.

1. If the total number of features n in the data set is less than or equal to

the total number of class pairs (n ≤ NC), then the final feature subset

will constitute the features (from the selected feature list SFL) whose

occurrence frequency is more than or equal to SFLmed

2. If the total number of features is greater than the total number of class

pairs (n > NC), then all the features in SFL will be selected as the final

feature subset.

The proposed heuristics selection process is presented clearly in Algorithm 5.2.

5.3.3 Simulation Experiment

The implementation of the proposed algorithm has been done with benchmark data

set for simulation experiments. The data set description is presented in the next

subsection.
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Algorithm 5.2 Selection of final feature subset

1: procedure JMMultiClass(classPair, featureList, JM)
2: n : len(featureList)
3: NC : len(classPair)
4: SFL : candidate features list
5: SFL ← empty list
6: for each q of classPair do
7: FLmax[q] ← find the feature with the highest JMmean[p, q], p =

1, · · · , n
8: SortedfeatureList ← sort the features descending order of

JMmean[p, q], p = 1, · · · , n
9: Fs= empty list
10: if FLmax[q] > 1 then
11: Fs ← Take α% of top features in SortedfeatureList
12: else if FLmax[q] > 0.5 AND FLmax[q] <= 1 then
13: Fs ← Take 2α% of top features in SortedfeatureList
14: else if FLmax[q] <= 0.5 then
15: Fs ← Take 3α% of top features in SortedfeatureList
16: end if
17: for each Feature of Fs do
18: SFL.insert(Feature)
19: end for
20: end for
21: Freq ← dictionary for count the frequency of features in SFL
22: for each feature of SFL do
23: Freq[feature] ← SFL.count(feature)
24: end for
25: if n<= NC then
26: SFLmed ← find the median value of frequency in Freq
27: selectedFeature ← all features in Freq >= SFLmed

28: else if n > NC then
29: selectedFeature ← features in Freq
30: end if
31: return selectedFeature
32: end procedure
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A. Data set Description

In this work, 37 data sets are used for performing a simulation experiment to val-

idate the proposed approach. Among them, 25 data sets are collected from UCI

repository [64] and rest are collected from OpenML [65]. Some data sets need to be

preprocessed, which have missing values or are categorical in nature. Here, categor-

ical type missing values in the data sets are replaced with the most frequently used

value, and after that, the whole data set is converted into numeric type. Numeric

type missing values are replaced with the average value. Categorical type data sets

without missing values are directly converted to numeric type. Table 5.4 represents

the summary of data sets which includes the number of features, the number of

instances, the number of classes and a short description of each data set.

B. Experimental Method

For the simulation experiment, a 10-fold cross validation method is used. The train-

ing set samples are used for feature selection. JM distance for each feature and

for each class-pair is calculated according to Eqs. (2.9) and (2.8). The proposed

approach in Algorithm 5.2 is used to select the subset of features based on average

JM values for each class pair and each feature. The selected feature subset is evalu-

ated by its performance for supervised classification using the Naive Bayes classifier.

The same training samples are used for training the classifier, and the test samples

are used for measuring classification accuracy, F-measeure and AUC of the classifier

of the feature subset. The classification experiment is also repeated 10 times, and

average classification accuracy, F-measeure and AUC are taken as the performance

measure of the selected feature subset.

In order to set the value of parameter α, a preliminary experiment is con-

ducted with 10 datasets. The value of α is changed from 1 to 20, and in each

case, the classification performance of the proposed approach on these datasets is

observed. Results show that classification accuracy for most of the datasets is the

highest when the α value is near 10. Therefore, the value of α is here fixed as 10.
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Table 5.4: Summary of Data sets

Datasets Feature Instance Class

analcat-authorship 70 841 4
analcat-marketing 32 364 5
breast-tissue 9 106 6
Bridges 11 105 6
Cars 7 406 3
Cmc 9 1473 3
Dermatology 34 366 6
Dna 180 3186 3
eye-movements 27 10936 3
gas-drift 128 13910 6
Har 561 10299 6
indian-pines 220 9144 8
Iris 4 150 3
mfeat-factors 216 2000 10
Mfeat-fourier 76 2000 10
mfeat-karhunen 64 2000 10
mfeat-morph 6 2000 10
mfeat-pixel 240 2000 10
mfeat-zernike 47 2000 10
mice-protein 77 1080 8
Page-blocks 10 5473 5
Pasture 21 36 3
Pendigits 16 10992 10
Satimage 36 6430 6
Seeds 7 210 3
Segment 18 2310 7
Splice 60 3190 3
squash-stored 24 52 3
Squash-unstored 23 52 3
Synthetic-control 60 600 6
Teaching-assistant 5 151 3
Vehicle 18 846 4
vertebra-column 6 310 3
Vowel 12 990 11
waveform-5000 40 5000 3
Wine 13 178 3
Wine-quality 11 4898 7

For comparative evaluation of the proposed algorithm, feature subset se-

lection has been done with two other available multiclass extensions of JM distance,

weighted average JM distance (JMave) and (JMBh) another one equivalent to Bhat-

tacharyya bound according to Eq. (5.1) and Eq. (5.2) respectively and the results
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have been compared. The performance of the proposed algorithm also has been

compared with other filter based feature ranking algorithms such as IG, GR, SU,

CS, One-R and Relief-F by simulation experiment. The classification accuracy, F-

measure, and AUC of Naive Bayes Classifier with the selected features by those

algorithms, the number of features being same as the number of features selected

by the proposed multiclass JM distance based algorithm, are used for performance

comparison.

For all simulation experiments, Intel(R) Core(TM) i5-4590 CPU @3.30GHz

Processor and 8GB RAM with a 64 bit operating system of Windows 8.1 Pro is used.

R (version 3.5.3) is used with several key standard packages such as SpatialEco,

FSelector, varSel, MLmetrics, caret, and e1071 for implementation of the algorithms.

5.3.4 Performance Measures for Simulation Experiment

• Percentage of Selected Features

Since our proposed method selects a specific number of features from the full

set of feature, the percentage of feature selection is important. The percentage

of feature selection is calculated by

SelectionRate(%) =
Num. of Selected Features

Total Feature
× 100 (5.3)

• Classification Accuracy

The proposed feature selection approach with multiclass JM distance is evalu-

ated by the classification accuracy as a performance measure which is defined

as [85]

Accuracy(%) =
TP + TN

TP + TN + FP + FN
× 100 (5.4)

Where TP, true positive, TN, true negative, FP, false positive, and FN, false

negative, represent the number of positive cases correctly detected, the number

of negative cases correctly detected, the number of negative cases detected as

positive and the number of positive cases detected as negative respectively.
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• Precision

Precision (also called positive predictive value) is a measure of the correctness

of a positive prediction. For any classification task, the precision of a class

(target value) is defined as the number of true positives divided by the total

number of elements labelled as belonging to the positive class. It is calculated

by using the following formula:

Precision(p) =
TP

TP + FP
(5.5)

• Recall

Recall is the measure of how many true positives get predicted out of all the

positive class elements. It is sometimes also called sensitivity. The measure is

collected by the following formula:

Recall(r) =
TP

TP + FN
(5.6)

• F-measure

F-measure combines precision and recall. It can be defined as the (weighted)

harmonic mean of precision and recall by the following equation [86]:

F = 2 ∗ Precision ∗Recall

Precision+Recall
(5.7)

• Area under the ROC Curve (AUC)

The area under a receiver operating characteristic (ROC) curve, or AUC,

is a single scalar value that calculates the general performance of a binary

classifier [87]. The range of AUC is [0.5, 1], where the minimum value indicates

that the performance of the classifier is random, and the maximum value

indicates that the classifier is perfect with a zero error rate. The AUC is an

important measure to evaluate the overall performance of a classifier because

its calculation relies on the complete ROC curve, which involves all possible

classification thresholds.
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Table 5.5: Feature Selection with Proposed Approach (JMmc)

Dataset Total Fea-
ture (TF)

Selected
Feature
(SF)

Selection
rate (%)

Selection
time (sec-
ond)

analcat-authorship 70 24 34.29 0.063
analcat-marketing 32 25 78.13 0.063
breast-tissue 9 5 55.56 0.063
Bridges 11 4 36.36 0.078
Cars 7 3 42.86 0.055
Cmc 9 6 66.67 0.062
Dermatology 34 24 70.59 0.063
Dna 180 32 17.78 0.070
eye-movements 27 13 48.15 0.074
gas-drift 128 85 66.41 0.102
Har 561 318 56.68 0.109
indian-pines 220 174 79.10 0.102
Iris 4 2 50.00 0.052
mfeat-factors 216 183 84.72 0.061
mfeat-fourier 76 51 67.11 0.070
mfeat-karhunen 64 45 70.31 0.063
mfeat-morph. 6 4 66.67 0.052
mfeat-pixel 240 185 77.08 0.107
mfeat-zernike 47 43 91.49 0.070
mice-protein 77 56 72.72 0.078
page-blocks 10 7 70.00 0.063
Pasture 21 6 28.57 0.061
Pendigits 16 2 12.50 0.075
Satimage 36 20 55.56 0.070
Seeds 7 3 42.86 0.059
Segment 18 2 11.11 0.055
Splice 60 11 18.33 0.070
squash-stored 24 6 25.00 0.063
squash-unstored 23 7 30.43 0.065
synthetic-control 60 33 55.00 0.077
teaching-assistant 5 4 80.00 0.067
Vehicle 18 12 66.67 0.068
vertebra-column 6 3 50.00 0.066
Vowel 12 7 58.33 0.057
waveform-5000 40 15 37.50 0.073
Wine 13 3 23.08 0.070
wine-quality 11 4 36.37 0.062
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Figure 5.5: Classification Accuracy using various JM measures for all datasets

5.3.5 Simulation Results and Discussion

Table 5.5 represents the selected feature subset with our proposed approach (JMmc)

for 37 multiclass datasets. For different datasets, the percentage of selected features

is different. For the ‘Segment’ dataset, the percentage of feature selection is about

11.11%, and it is the lowest among the 37 datasets. For the ‘Pendigits’ dataset, the

percentage is the second lowest and is about 12.50%. Among the 37 datasets, 15

datasets have feature selection rate lower than 50%, and for 13 datasets, the rate is

between 50-70% and rest of the 9 datasets, the feature selection rate is more than

70%. Table 5.5 also highlights the feature selection time in seconds for 37 datasets.

For all these datasets, time is very short, and the range is about 0.050 to 0.110

seconds.

Figure 5.5 shows the average classification accuracy (Avg) of 37 multiclass

datasets using various JM distance measures. From the figure, it is clearly expressed

that the classification accuracy of JM distance with our proposed approach (JMmc)
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Figure 5.6: Classification performance over all datasets with different methods

is very much comparable to the other two multiclass JM distance measures. For

some datasets, our approach performs much better than the other two measures

such as JMave and JMBh. For almost 22 datasets over 37, classification accuracy of

JMmc is higher than JMave and JMBh.

Figure 5.6 represents the comparison of classification accuracy on the av-

erage of all datasets with nine different measures of ranking based filter approaches.

This figure depicts that JM distance with our proposed approach (JMmc) produced

the average highest classification accuracy of 73.02% for all the data sets compared

to other methods. The weighted average JM distance JMave and the JM distance

equivalent to Bhattacharyya bound JMBh have classification accuracy 70.53% and

70.55% respectively. Among other feature ranking methods excluding our approach,

Relief-F produced the highest value of 71.59%.

Table 5.6 shows the detailed comparison of classification accuracy with the

selected feature subset using the proposed feature selection technique with other

methods for multiclass datasets. Here, average classification accuracy (Avg) and

standard deviation (SD) are calculated for ten iterations. The highest average value

and the lowest SD value are represented in boldface in the table. From this table,

it is highlighted that proposed JMmc can achieve the highest classification accuracy

for 15 data sets; on the other hand, JMave and JMBh have the highest accuracy for
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four datasets and three datasets respectively. Other feature ranking measures such

as IG, GR, SU and CS show the highest accuracy for three datasets, five datasets,

four datasets and three datasets respectively. One-R has the highest accuracy for

four datasets, and Relief-F shows the highest accuracy for five datasets. In the

case of four datasets such as Iris, Pendigits, teaching-assistant and waveform-5000,

we got the same average classification accuracy as well as standard deviation (SD)

values using all the methods. In the case of SD values, JMmc provides the lowest

SD for 12 datasets compared to other approaches. CS possesses very poor SD of

classification accuracy, and for only two data sets, the SD value is minimum. The

rest of the measures, such as JMave, JMBh, IG, GR, SU, One-R and Relief-F have

the lowest SD values for three datasets, three datasets, seven datasets, five datasets,

ten datasets, four datasets and four datasets respectively. From this result, we

can infer that our proposed approach JMmc produces a stable output compared to

others.

Table 5.7 shows the comparison of F-measure among all the nine methods

for multiclass datasets. Results show that, for 15 out of 37 datasets, JMmc provides

the highest F-measure. For other two JM measures JMave and JMBh, each ap-

proach provides the highest F-measure value only for two datasets. The rest of the

measures, such as IG, GR, SU, CS, One-R and Relief-F, have the highest F-measure

values for five datasets, eight datasets, five datasets, seven datasets, nine datasets

and eight datasets respectively.

Table 5.8 represents the comparison among the nine methods in terms of

AUC. Again, it is observed that JMmc produces the highest AUC value for 15 in 37

datasets. For seven datasets, both JMave and JMBh outperform other approaches

regarding AUC value. In addition, each of SU, CS, and One-R exhibits the highest

AUC results for eight datasets, whereas IG, GR, and Relief-F show the highest AUC

values for five datasets, 12 datasets, and six datasets respectively.

Table 5.9 illustrates a comparison among nine methods based on the av-

erage execution time (in seconds) for all the datasets. The execution times of three

different JM distance measures are comparable and slightly higher than other meth-

ods except for Relief-F. In this table, the lowest execution time is highlighted in
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boldface. For 17 datasets, CS method shows the lowest execution time. JMmc,

have the lowest execution time for three datasets, and the other two JM distance

measures, JMave and JMBh have the lowest execution time for nine datasets and

six datasets respectively. One-R method takes the lowest time for 3 data sets, and

Relief-F needs the highest time, which is much more than others. Relief-F’s execu-

tion time is approximately 212 times greater or more than other methods.

Table 5.10 represents a summary of results over all the datasets for all

the methods regarding classification accuracy, F-measure, AUC and computational

time. In this table, the computed average rank of the different approaches is shown.

The nine methods are ranked (from the best to the worst as 1 to 9) based on the

value of the evaluation metric individually for all the datasets. If multiple methods

show the same effectiveness, they are given the same ranking value. This ranking

process is performed for all datasets, and finally, the average rank value over all

the data sets is calculated for all the methods. It is found that JMmc achieves

the highest rank among all the approaches in terms of the classification accuracy,

F-measure and AUC, which are shown in boldface in the table. For execution time,

the average ranking over the data set is not suitable as computational time depends

on the size of the data set. It seems that the average computational time for JMmc

is the third lowest, losing to other JM measures.

Table 5.11 represents the results of pair wise t-test with the proposed ap-

proach, JMmc and each of the other approaches regarding classification accuracy,

F-measure, AUC and execution time over all the data sets. In this t-test, p-value less

than 0.05 indicates JMmc is significantly better than other approaches. Otherwise,

there is no significant difference between the approaches. The results on classification

accuracy and F-measure indicate that the proposed approach performs significantly

better than other approaches. Regarding AUC, proposed JMmc shows significantly

better performance for four methods, including JMave, JMBh, One-R, and Relief-F.

On the other hand, there is no significant variation among the approaches regarding

execution time because JMmc shows significantly better results only for Relief-F.

It is found that the average classification accuracy, F-measure, AUC (over

all the data sets) of the proposed approach JMmc, is the highest compared to all
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other methods. The computational cost of all the methods except Relief-F is very

comparable. Relief-F’s computational cost is almost 234 times higher than our

proposed approach JMmc. The analysis of the standard deviation of the results

over 10 independent trials reveals that our proposed approach is quite stable. In

our work, feature -feature interaction is not considered to restrict the computational

time. The features are ranked according to their individual goodness, and all the

methods selected for comparison also work in the same way. We are now working on

extending this work in specific application areas such as gene expression data, where

the number of features is large and computationally efficient algorithm is important.

In our proposed approach, after some trial and error, we fixed the value of α at 10

for all the data sets.
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Table 5.6: Classification accuracy of proposed approach and other methods

Dataset JMmc JMave JMBh IG GR SU CS One-R Relief-F

Dataset tt JM-mc JM-ave JM-Bh IG GR SU CS One-R Relief-F

analcat-authorship Avg 0.981 0.979 0.980 0.974 0.979 0.979 0.977 0.982 0.980

SD 0.014 0.019 0.015 0.019 0.019 0.019 0.017 0.015 0.019

analcat-marketing Avg 0.519 0.522 0.517 0.519 0.519 0.519 0.519 0.519 0.517

SD 0.068 0.076 0.078 0.085 0.085 0.085 0.085 0.085 0.078

breast-tissue Avg 0.438 0.438 0.438 0.434 0.434 0.434 0.434 0.434 0.395

SD 0.167 0.167 0.167 0.174 0.174 0.174 0.174 0.174 0.132

Bridges Avg 0.387 0.369 0.387 0.352 0.352 0.352 0.352 0.352 0.386

SD 0.146 0.148 0.146 0.129 0.129 0.129 0.129 0.129 0.177

Cars Avg 0.711 0.647 0.647 0.647 0.647 0.647 0.645 0.657 0.647

SD 0.068 0.062 0.062 0.062 0.062 0.062 0.067 0.062 0.062

Cmc Avg 0.487 0.458 0.456 0.481 0.481 0.481 0.481 0.486 0.481

SD 0.045 0.043 0.033 0.045 0.045 0.045 0.045 0.045 0.045

Dermatology Avg 0.827 0.814 0.817 0.836 0.833 0.836 0.781 0.822 0.836

SD 0.058 0.055 0.058 0.044 0.050 0.044 0.066 0.058 0.051

Dna Avg 0.928 0.932 0.932 0.927 0.928 0.927 0.927 0.854 0.915

SD 0.019 0.018 0.018 0.017 0.018 0.017 0.017 0.023 0.022
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Table 5.6 Continued from previous page

Dataset JMmc JMave JMBh IG GR SU CS One-R Relief-F

eye-movements Avg 0.436 0.425 0.425 0.434 0.433 0.434 0.436 0.440 0.449

SD 0.012 0.012 0.012 0.013 0.011 0.013 0.013 0.010 0.008

gas-drift Avg 0.584 0.601 0.597 0.589 0.600 0.595 0.591 0.586 0.561

SD 0.034 0.029 0.032 0.029 0.027 0.028 0.032 0.035 0.030

Har Avg 0.774 0.509 0.520 0.529 0.500 0.504 0.690 0.708 0.846

SD 0.011 0.009 0.007 0.008 0.010 0.010 0.011 0.007 0.010

indian-pines Avg 0.655 0.643 0.643 0.642 0.642 0.643 0.642 0.642 0.647

SD 0.009 0.010 0.010 0.010 0.010 0.010 0.010 0.010 0.012

Iris Avg 0.960 0.960 0.960 0.960 0.960 0.960 0.960 0.960 0.960

SD 0.047 0.047 0.047 0.047 0.047 0.047 0.047 0.047 0.047

mfeat-factors Avg 0.929 0.924 0.924 0.923 0.920 0.922 0.922 0.929 0.927

SD 0.018 0.022 0.022 0.022 0.021 0.021 0.023 0.020 0.020

mfeat-fourier Avg 0.777 0.776 0.779 0.779 0.773 0.780 0.779 0.781 0.775

SD 0.018 0.021 0.022 0.021 0.019 0.019 0.021 0.022 0.023

mfeat-karhunen Avg 0.939 0.942 0.942 0.941 0.941 0.941 0.943 0.939 0.939

SD 0.019 0.018 0.018 0.019 0.017 0.019 0.016 0.019 0.022

mfeat-morph. Avg 0.596 0.542 0.542 0.608 0.542 0.608 0.542 0.589 0.542

SD 0.019 0.035 0.035 0.024 0.035 0.024 0.035 0.021 0.035
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Table 5.6 Continued from previous page

Dataset JMmc JMave JMBh IG GR SU CS One-R Relief-F

mfeat-pixel Avg 0.928 0.923 0.922 0.926 0.926 0.926 0.923 0.928 0.925

SD 0.022 0.024 0.026 0.024 0.022 0.025 0.024 0.019 0.018

mfeat-zernike Avg 0.740 0.736 0.737 0.740 0.737 0.740 0.737 0.739 0.741

SD 0.030 0.027 0.024 0.024 0.024 0.024 0.024 0.024 0.027

mice-protein Avg 0.792 0.788 0.784 0.792 0.785 0.792 0.787 0.781 0.813

SD 0.024 0.019 0.023 0.019 0.023 0.019 0.020 0.019 0.019

page-blocks Avg 0.931 0.933 0.933 0.943 0.936 0.936 0.869 0.931 0.900

SD 0.007 0.008 0.008 0.008 0.005 0.005 0.029 0.007 0.015

Pasture Avg 0.792 0.833 0.833 0.750 0.750 0.750 0.792 0.833 0.875

SD 0.197 0.197 0.197 0.284 0.284 0.284 0.249 0.197 0.129

Pendigits Avg 0.420 0.420 0.420 0.420 0.420 0.420 0.420 0.420 0.420

SD 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012 0.012

Satimage Avg 0.795 0.786 0.780 0.786 0.780 0.780 0.787 0.800 0.777

SD 0.011 0.010 0.009 0.010 0.009 0.009 0.011 0.010 0.010

Seeds Avg 0.905 0.867 0.867 0.867 0.905 0.905 0.905 0.867 0.867

SD 0.050 0.040 0.067 0.067 0.050 0.050 0.050 0.067 0.067

Segment Avg 0.734 0.597 0.566 0.566 0.731 0.731 0.731 0.566 0.549

SD 0.029 0.057 0.051 0.051 0.034 0.034 0.034 0.051 0.048
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Table 5.6 Continued from previous page

Dataset JMmc JMave JMBh IG GR SU CS One-R Relief-F

Splice Avg 0.906 0.905 0.905 0.905 0.906 0.905 0.905 0.904 0.904

SD 0.021 0.022 0.022 0.022 0.021 0.022 0.022 0.022 0.024

squash-stored Avg 0.660 0.640 0.637 0.540 0.540 0.540 0.540 0.540 0.653

SD 0.200 0.178 0.189 0.200 0.200 0.200 0.200 0.200 0.199

squash-unstored Avg 0.847 0.717 0.758 0.808 0.908 0.908 0.808 0.808 0.808

SD 0.087 0.191 0.172 0.143 0.098 0.098 0.143 0.143 0.143

synthetic-control Avg 0.945 0.867 0.853 0.862 0.840 0.853 0.832 0.865 0.867

SD 0.031 0.044 0.044 0.045 0.057 0.052 0.047 0.048 0.044

teaching-assistant Avg 0.516 0.516 0.516 0.516 0.516 0.516 0.516 0.516 0.516

SD 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124

vehicle Avg 0.461 0.449 0.449 0.414 0.442 0.407 0.407 0.414 0.397

SD 0.031 0.061 0.061 0.053 0.051 0.040 0.060 0.053 0.055

vertebra-column Avg 0.839 0.790 0.790 0.765 0.790 0.790 0.790 0.765 0.803

SD 0.034 0.061 0.061 0.066 0.061 0.061 0.061 0.066 0.036

Vowel Avg 0.677 0.677 0.680 0.663 0.693 0.663 0.663 0.663 0.673

SD 0.035 0.035 0.037 0.033 0.035 0.033 0.039 0.033 0.042

waveform-5000 Avg 0.800 0.800 0.800 0.800 0.800 0.800 0.800 0.800 0.800

SD 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021 0.021
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Table 5.6 Continued from previous page

Dataset JMmc JMave JMBh IG GR SU CS One-R Relief-F

Wine Avg 0.921 0.921 0.921 0.944 0.887 0.899 0.966 0.944 0.921

SD 0.054 0.054 0.054 0.059 0.071 0.035 0.039 0.059 0.054

wine-quality Avg 0.485 0.451 0.450 0.446 0.450 0.446 0.450 0.481 0.481

SD 0.026 0.021 0.026 0.020 0.026 0.020 0.026 0.026 0.021
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Table 5.7: F-measure of proposed approach and other methods

Dataset JMmc JMave JMBh IG GR SU CS One-R Relief-F

Dataset tt JM-mc JM-ave JM-Bh IG GR SU CS One-R Relief-F

analcat-authorship 0.986 0.971 0.985 0.970 0.979 0.978 0.983 0.982 0.981

analcat-marketing 0.388 0.372 0.343 0.343 0.343 0.343 0.343 0.343 0.348

breast-tissue 0.414 0.414 0.414 0.425 0.425 0.425 0.425 0.425 0.372

Bridges 0.482 0.469 0.482 0.443 0.443 0.443 0.443 0.443 0.489

Cars 0.622 0.553 0.553 0.553 0.553 0.553 0.568 0.546 0.553

Cmc 0.486 0.459 0.458 0.478 0.478 0.478 0.478 0.481 0.478

Dermatology 0.842 0.840 0.842 0.863 0.864 0.863 0.818 0.812 0.836

Dna 0.921 0.925 0.925 0.919 0.921 0.919 0.920 0.842 0.907

eye-movements 0.414 0.400 0.400 0.410 0.409 0.410 0.410 0.418 0.441

gas-drift 0.585 0.600 0.597 0.585 0.596 0.590 0.587 0.581 0.554

Har 0.767 0.483 0.497 0.509 0.473 0.478 0.673 0.692 0.844

indian-pines 0.586 0.550 0.554 0.550 0.551 0.551 0.550 0.550 0.560

Iris 0.962 0.962 0.962 0.962 0.962 0.962 0.962 0.962 0.962

mfeat-factors 0.928 0.925 0.925 0.924 0.921 0.923 0.923 0.930 0.928

mfeat-fourier 0.779 0.779 0.781 0.782 0.776 0.783 0.782 0.784 0.778

mfeat-karhunen 0.939 0.943 0.943 0.942 0.943 0.942 0.945 0.940 0.940
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Table 5.7 Continued from previous page

Dataset JMmc JMave JMBh IG GR SU CS One-R Relief-F

mfeat-morph. 0.570 0.541 0.541 0.577 0.541 0.577 0.541 0.595 0.541

mfeat-pixel 0.927 0.925 0.924 0.928 0.929 0.928 0.926 0.930 0.927

mfeat-zernike 0.741 0.737 0.738 0.741 0.738 0.741 0.738 0.740 0.739

mice-protein 0.793 0.786 0.783 0.792 0.784 0.792 0.785 0.778 0.817

page-blocks 0.663 0.653 0.653 0.691 0.679 0.679 0.583 0.663 0.625

Pasture 0.773 0.744 0.748 0.792 0.792 0.792 0.749 0.782 0.833

Pendigits 0.339 0.339 0.339 0.339 0.339 0.339 0.339 0.339 0.339

Satimage 0.777 0.767 0.761 0.767 0.761 0.761 0.769 0.781 0.758

Seeds 0.908 0.870 0.870 0.870 0.908 0.908 0.908 0.870 0.870

Segment 0.746 0.575 0.570 0.570 0.705 0.705 0.705 0.570 0.542

Splice 0.898 0.897 0.897 0.896 0.898 0.896 0.896 0.896 0.896

squash-stored 0.729 0.692 0.703 0.520 0.520 0.520 0.520 0.520 0.711

squash-unstored 0.802 0.631 0.565 0.772 0.825 0.804 0.758 0.772 0.712

synthetic-control 0.946 0.869 0.856 0.863 0.841 0.856 0.834 0.868 0.869

teaching-assistant 0.510 0.508 0.510 0.508 0.508 0.508 0.508 0.508 0.508

Vehicle 0.444 0.416 0.416 0.368 0.402 0.355 0.356 0.368 0.347

vertebra-column 0.797 0.742 0.742 0.709 0.742 0.742 0.742 0.709 0.738

Vowel 0.678 0.678 0.680 0.662 0.691 0.662 0.663 0.662 0.675

91



Table 5.7 Continued from previous page

Dataset JMmc JMave JMBh IG GR SU CS One-R Relief-F

waveform-5000 0.789 0.789 0.789 0.789 0.789 0.789 0.789 0.789 0.789

Wine 0.927 0.927 0.927 0.949 0.899 0.912 0.969 0.949 0.927

wine-quality 0.268 0.208 0.226 0.219 0.226 0.219 0.226 0.268 0.235
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Table 5.8: AUC of proposed approach and other methods

Dataset JMmc JMave JMBh IG GR SU CS One-R Relief-F

analcat-authorship 0.989 0.985 0.989 0.982 0.989 0.987 0.986 0.987 0.987

analcat-marketing 0.730 0.742 0.732 0.715 0.715 0.715 0.715 0.715 0.714

breast-tissue 0.826 0.826 0.826 0.853 0.853 0.853 0.853 0.853 0.843

Bridges 0.842 0.816 0.842 0.816 0.816 0.816 0.816 0.816 0.802

Cars 0.762 0.711 0.711 0.711 0.711 0.711 0.718 0.706 0.711

Cmc 0.646 0.635 0.633 0.644 0.644 0.644 0.644 0.643 0.644

Dermatology 0.919 0.937 0.919 0.936 0.941 0.936 0.925 0.894 0.915

Dna 0.938 0.942 0.942 0.934 0.938 0.934 0.935 0.865 0.928

eye-movements 0.632 0.630 0.630 0.628 0.630 0.628 0.632 0.632 0.574

gas-drift 0.813 0.821 0.818 0.814 0.820 0.817 0.815 0.815 0.801

Har 0.914 0.843 0.845 0.851 0.839 0.841 0.868 0.878 0.939

indian-pines 0.859 0.857 0.857 0.857 0.857 0.857 0.857 0.857 0.855

Iris 0.980 0.980 0.980 0.980 0.980 0.980 0.980 0.980 0.980

mfeat-factors 0.946 0.947 0.947 0.946 0.942 0.945 0.943 0.949 0.946

mfeat-fourier 0.847 0.844 0.847 0.848 0.846 0.851 0.849 0.851 0.845

mfeat-karhunen 0.945 0.949 0.949 0.948 0.947 0.948 0.951 0.946 0.945
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Table 5.8 Continued from previous page

Dataset JMmc JMave JMBh IG GR SU CS One-R Relief-F

mfeat-morph. 0.823 0.860 0.860 0.839 0.860 0.839 0.860 0.845 0.860

mfeat-pixel 0.936 0.933 0.933 0.936 0.935 0.936 0.933 0.938 0.937

mfeat-zernike 0.872 0.872 0.869 0.872 0.869 0.872 0.869 0.871 0.873

mice-protein 0.835 0.834 0.834 0.839 0.835 0.839 0.836 0.832 0.850

page-blocks 0.781 0.783 0.783 0.817 0.824 0.824 0.784 0.781 0.802

Pasture 0.889 0.903 0.917 0.931 0.931 0.931 0.903 0.889 0.847

Pendigits 0.698 0.698 0.698 0.698 0.698 0.698 0.698 0.698 0.698

Satimage 0.843 0.829 0.823 0.829 0.823 0.823 0.830 0.846 0.822

Seeds 0.919 0.870 0.870 0.870 0.919 0.919 0.919 0.870 0.870

Segment 0.827 0.722 0.709 0.709 0.823 0.823 0.823 0.709 0.674

Splice 0.941 0.940 0.940 0.940 0.941 0.940 0.940 0.940 0.939

squash-stored 0.808 0.803 0.778 0.835 0.835 0.835 0.835 0.835 0.790

squash-unstored 0.885 0.677 0.844 0.844 0.927 0.927 0.844 0.844 0.802

synthetic-control 0.979 0.945 0.941 0.945 0.940 0.942 0.935 0.945 0.945

teaching-assistant 0.643 0.661 0.643 0.661 0.661 0.661 0.661 0.661 0.661

Vehicle 0.667 0.699 0.699 0.699 0.699 0.693 0.690 0.699 0.677

vertebra-column 0.740 0.673 0.673 0.649 0.673 0.673 0.673 0.649 0.693
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Table 5.8 Continued from previous page

Dataset JMmc JMave JMBh IG GR SU CS One-R Relief-F

Vowel 0.826 0.826 0.823 0.832 0.845 0.832 0.828 0.832 0.818

waveform-5000 0.821 0.821 0.821 0.821 0.821 0.821 0.821 0.821 0.821

Wine 0.930 0.930 0.930 0.931 0.867 0.881 0.958 0.931 0.930

wine-quality 0.739 0.699 0.702 0.701 0.702 0.701 0.702 0.691 0.671
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Table 5.9: Average Execution Time (Seconds).

Dataset JMmc JMave JMBh IG GR SU CS One-R Relief-F

analcat-authorship 0.3848 0.3855 0.3886 0.3768 0.3671 0.3737 0.3308 0.3512 78.5809

analcat-marketing 0.3032 0.2948 0.2910 0.1695 0.1711 0.1661 0.1585 0.1851 19.4746

breast-tissue 0.1340 0.1340 0.1558 0.0684 0.0781 0.0669 0.0629 0.0706 2.5687

Bridges 0.1593 0.1608 0.1593 0.1048 0.0678 0.0710 0.0551 0.0616 3.0848

Cars 0.0421 0.0405 0.0436 0.0557 0.0500 0.0630 0.0501 0.0493 4.2216

Cmc 0.0763 0.0798 0.0783 0.1083 0.1081 0.1030 0.0964 0.0990 16.4370

Dermatology 0.4671 0.4643 0.4648 0.4966 0.2019 0.1952 0.1674 0.2260 22.2093

Dna 0.7068 0.7200 0.7296 1.6520 1.6399 1.6526 1.4597 1.4746 657.5220

eye-movements 0.7304 0.7237 0.7450 1.3826 1.3465 1.2486 1.2457 1.2543 317.4830

gas-drift 6.2794 5.6701 5.6232 17.1375 17.0589 16.8604 15.8028 18.0575 1,820.1120

Har 20.2938 20.1048 19.9776 33.9376 33.9989 32.0043 30.3931 29.0529 8,216.7800

indian-pines 10.6209 10.3521 10.3141 10.8417 10.1151 10.1829 9.8049 10.4443 2,476.8263

Iris 0.0276 0.0213 0.0260 0.0374 0.0337 0.0328 0.0291 0.0285 1.3149

mfeat-factors 8.8999 9.1327 9.0809 2.9920 2.9463 2.9463 2.8187 2.9289 960.5638

mfeat-fourier 3.0015 3.0041 3.0515 1.1353 1.0719 1.0836 1.0022 1.0648 212.2076

mfeat-karhunen 2.5280 2.5284 2.5638 0.9327 0.9773 0.9361 0.8939 0.8893 173.6740

mfeat-morph. 0.3698 0.3784 0.3651 0.2244 0.2174 0.2206 0.2303 0.2287 18.8695
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Table 5.9 Continued from previous page

Dataset JMmc JMave JMBh IG GR SU CS One-R Relief-F

mfeat-pixel 10.2853 10.3834 10.2991 3.6476 3.5441 3.5571 3.3424 3.2469 1,151.7145

mfeat-zernike 2.0013 1.9880 1.9813 0.7956 0.7804 0.8120 0.7811 0.7346 124.1485

mice-protein 1.8360 1.8371 1.8224 0.6889 0.6754 0.6904 0.6469 0.6493 139.1284

page-blocks 0.2932 0.2799 0.2897 0.3569 0.3494 0.3691 0.3502 0.3491 61.2673

Pasture 0.0604 0.0604 0.0604 0.0834 0.0728 0.0815 0.0556 0.0765 3.1010

Pendigits 1.1599 1.1685 1.2143 0.9925 0.9629 0.9476 0.8977 0.9076 197.3686

Satimage 1.2023 1.1983 1.1312 1.2697 1.1986 1.1876 1.1122 1.1756 278.5883

Seeds 0.0359 0.0312 0.0343 0.0484 0.0474 0.0390 0.0469 0.0462 2.4187

Segment 0.3856 0.3966 0.3838 0.2463 0.2724 0.2481 0.2316 0.2549 47.5422

Splice 0.3068 0.3123 0.3282 0.6517 0.6343 0.6256 0.5730 0.5771 202.4043

squash-stored 0.0689 0.0627 0.0674 0.0824 0.0868 0.0849 0.0684 0.0746 4.1449

squash-unstored 0.0651 0.0612 0.0651 0.0804 0.0800 0.0808 0.0732 0.0629 3.5465

synthetic-control 0.7500 0.7471 0.7436 0.3824 0.3669 0.3424 0.3297 0.3453 61.7121

teaching-assistant 0.0514 0.0436 0.0436 0.0967 0.0446 0.0393 0.0342 0.0349 1.5811

Vehicle 0.1383 0.1378 0.1360 0.1769 0.1504 0.1591 0.1390 0.1361 18.5617

vertebra-column 0.0428 0.0366 0.0366 0.0476 0.0533 0.0482 0.0417 0.0456 3.0889

Vowel 0.6452 0.6192 0.6202 0.2151 0.2157 0.2106 0.2077 0.2104 17.4169

waveform-5000 0.3672 0.3697 0.3737 0.7156 0.7099 0.7201 0.6417 0.6700 201.8161
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Table 5.9 Continued from previous page

Dataset JMmc JMave JMBh IG GR SU CS One-R Relief-F

Wine 0.0486 0.0455 0.0455 0.0800 0.0672 0.0547 0.0530 0.0474 3.6554

wine-quality 0.3869 0.3886 0.3909 0.3275 0.3311 0.3428 0.3097 0.3464 63.9681
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Table 5.10: Overall comparison between the methods

Methods Classification Accuracy F-measure AUC Execution Time
Avg (%) Rank Avg (%) Rank Avg (%) Rank Avg (Sec) Rank

JMmc 73.04 2.324 70.60 2.568 83.76 3.405 2.031 4.719
JMave 70.53 3.973 67.40 4.703 82.26 4.405 2.010 4.378
JMBh 70.55 4.027 67.28 4.297 82.57 4.135 2.003 4.324
IG 70.33 4.108 67.52 4.054 82.86 3.730 2.234 5.865
GR 70.88 4.135 67.98 3.946 83.50 3.486 2.191 5.027
SU 70.98 3.838 67.91 3.946 83.43 3.514 2.131 4.784
CS 70.94 4.514 67.88 4.324 83.32 3.459 2.015 2.784
One-R 70.92 3.946 67.80 4.297 82.47 4.432 2.066 3.622
Relief-F 71.59 4.243 68.56 4.622 82.18 5.595 475.381 9.000

Table 5.11: Result of Pair wise t-tests

Methods Classification Accuracy F-measure AUC Execution Time
t-value p-value t-value p-value t-value p-value t-value p-value

JMave 2.806 0.008 3.273 0.002 2.085 0.044 1.077 0.289
JMBh 2.811 0.008 3.161 0.003 2.400 0.022 1.267 0.213
IG 3.043 0.004 2.962 0.005 1.637 0.110 −0.373 0.712
GR 2.433 0.020 2.577 0.014 0.535 0.596 −0.295 0.770
SU 2.357 0.024 2.668 0.011 0.717 0.478 −0.197 0.845
CS 3.651 0.001 3.699 0.001 1.171 0.249 0.036 0.972
One-R 3.119 0.004 3.345 0.002 2.407 0.021 −0.073 0.942
Relief-F 2.044 0.048 2.632 0.012 2.694 0.011 −2.046 0.048

5.4 Conclusion

In this chapter, first we have examined the efficiency of JM distance as an effective

filter ranking based feature selection tool compared to some other well known filter

ranking measures for binary problems. JM distance has been compared with stan-

dard feature ranking measures like information gain, chi-squared, relief etc. over

benchmark data sets in terms of classification accuracy, feature reduction and com-

putational cost with simulation experiments. The results in classification accuracy

is quite comparable with other methods, however JM distance takes much lesser

time as compared to all other methods.

After that, we have proposed an efficient feature subset selection algorithm

for multiclass problems based on JM distance. Here we have also evaluated our
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proposed approach for multiclass problems with 37 benchmark data sets with regard

to classifier accuracy, F-measure, AUC, execution time and percentage of feature

selection compared to two different extensions of JM distance measures for multiclass

problems and six different popular feature evaluation measures for rank based feature

selection. In fact, the elegance of the proposed approach lies in the fact that it

integrates the selection of final feature subset from the ranked feature lists and the

extension of the JM distance measure for multiclass problems in a unified process.

In our proposed approach, after some trial and error, we fixed the value of α at 10

for all the data sets.
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Chapter 6

Conclusion

6.1 Introduction

Feature selection is an important step prior to the classification stage of machine

learning, pattern recognition and data mining problems for addressing high dimen-

sional data. It removes irrelevant and redundant features, which lead to simplifying

the classification process and improving accuracy. A stable feature selection algo-

rithm is crucial for identifying the relevant feature subset of meaningful and inter-

pretable features, which is extremely important in the task of knowledge discovery.

In this thesis, we have dealt with the stability of feature selection algorithms, ap-

propriate feature selection algorithm that produces better stability, the extension of

this feature selection algorithm, and the critical analysis stability measures.

6.2 Summary of the Study

In chapter 3 , a comparative study of the stability of several well-known filter based

feature selection algorithms, producing ranked feature subset, has been done. Fif-

teen benchmark data sets from the UCI repository have been used for simulation

experiments. Three types of stability measures, index-based, rank-based and weight

based are used to evaluate the stability of feature selection algorithms. Simulation
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results demonstrate that for most of the data sets, Jeffries-Matusita (JM)-based

feature selection algorithm exhibits more stability irrespective of all types of sta-

bility measures. In this chapter stability of filter based and wrapper based feature

selection techniques are also explored with using both the subset based and feature

ranking approaches. For filter based feature selection, both feature ranking and

feature subset selection approach are explored and for wrapper method only subset

based approach are considered with three different learners. Here, eight filter based

feature ranking (FFR) methods; three filter based feature subset selection (FFSS)

methods and wrapper method with three learners of Decision Tree, K-NN and Linear

SVM are applied. Stability are calculated with using seven different stability metrics

such as, Lustgarten’s measure, Wald’s measure, Nogueira’s measure, Jaccard index,

Hamming distance, Dice-Sorensen’s index and Ochiai index. A comparative study

of the stability of different filter based and wrapper based methods are focused in

which simulation experiments are performed with using 30 publicly available bench

mark datasets. Simulation result of stability measure reveals that wrapper method

shows the least stability but feature ranking based filter method exhibits the highest

stability.

Chapter 4 presented the critical analysis of the stability measure of feature

selection algorithms. As Kuncheva index and its modifications are widely used in

practical problems, in this work, the merits and limitations of the Kuncheva index

and its existing modifications (Lustgarten, Wald, nPOG/nPOGR, Nogueira) are

studied and analysed with respect to the requisite properties of stability measure.

One more limitation of the most recent modified similarity measure, Nogueira’s mea-

sure, has been pointed out. Finally, corrections to Lustgarten’s measure have been

proposed to define a new modified stability measure that satisfies the desired prop-

erties and overcomes the limitations of existing popular similarity based stability

measures. The effectiveness of the newly modified Lustgarten’s measure has been

evaluated with simple toy experiments and benchmark datasets.

In chapter 5 , we have ranked the features based on JM distance. The

results are comparable with mutual information, Relief and Chi Squared based mea-

sures as per experiments conducted over 24 public datasets but in much lesser time.
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JM distance also provide some intuition about the dataset prior to any feature se-

lection or machine learning algorithm. A comparison has been done on classification

accuracy and JM scores of these datasets, which can provide a good intuition on

how good a dataset is for classification and point out the need of or lack of further

feature collection. In this Chapter, we also proposed a novel heuristic approach for

finding out the optimum feature subset from JM distance based ranked feature lists

for multiclass problems without explicitly using any specific search technique. The

proposed approach integrates the extension of JM measure for multiclass problems

and the selection of the final optimal feature subset in a unified process. The per-

formance of the proposed algorithm has been evaluated by simulation experiments

with benchmark data sets in comparison with two other previously developed mul-

ticlass JM distance measures (weighted average JM distance and another multiclass

extension equivalent to Bhattacharyya bound) and some other popular filter based

feature ranking algorithms. It is found that the proposed algorithm performs better

in terms of classification accuracy, F-measure, AUC with a reduced set of features

and computational cost.

6.3 Future Works

In the future, our work can be extended in the following way:

1. We can explore the stability of other feature selection algorithms and find the

link between the data set and the feature selection algorithm.

2. In this thesis, we developed the JM distance measures for multi-class problems.

The different parameters we have used for proposed JM measures are needed

to tune. For example, we can investigate the role of α over the individual data

set.

3. We proposed corrections to Lustgarten’s measure, but we can explore more on

this measure by employing it on feature selection algorithms for a particular

data set.
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