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Abstract

This research contributes further improvement dithts for ranking achievable activities to objeatior
plan of decision maker as alternatives that areigeal by Decision Support System (DSBSS is an
information system of Multiple Criteria Decision kKlag (MCDM) that provides advice or support for
decision maker of individual or organization by kiang alternatives according to scientific evaluatio
Alternatives of DSS can be ranked by modeling decismaking and setting multiple criteria according
related information to objective or plan of decisimaker. Typical DSS ranks alternatives by objectiv
evaluation based on static criteria for achievitgective or plan. There is a possibility of misnied
advice by DSS that is based on objective critetia t changing situation of decision maker withetim
Therefore, decision maker cannot get valid recontaton within mismatched alternatives to the sitrat
of decision maker by DSS.

In order to improve the mismatched recommendatiosituation by DSS, this research proposes an
approach for aggregating objective criteria andasion based criteria. Situation of decision maiser
changed by changing subjective attributes thatiggregated by individual perception of decision enak
Situation based criteria can be represented byegging subjective attributes according to indiaidu
perception of decision maker. Therefore, propos8& banks alternatives by utilizing intelligence dzhsn
subjective criteria of decision maker.

In this thesis, the proposed approach is applied@se model of decision making in software
development of a company to evaluate validity @jragating objective criteria and subjective créeri
Validity of proposed approach is indicated by cormmgpanalyzed result of conventional MCDM approach
and proposed MCDM approach with applying to sanse caodel.

Although decision making can be supported by ragkilternatives based on criteria, too many advices
are indicated to decision maker by increasing nurabalternatives. Too many information generates
decreasing of understanding appropriate informétomulecision maker. In order to improve this issies
research evaluates an alternative also from arcasp®etaheuristics approach that can update axmat
according to criteria. Therefore, proposed appresaetpplied to criteria for ranking alternativeslamiteria
for updating.

Application of proposed DSS based on subjectivaligence can improve validity of many social DSS

such as decision making of medical diagnosis dieraavigation system.
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Chapter 1

| ntroduction

1.1 Background

Recently, personal computer and mobile phone adelywised by people. Supporting decision making by
system is required to utilize efficiently computsr diverse userd-or example, searching keywords are
recommended for assisting thinking of user in d@agcdata to huge database such as internet byniegs

of system that uses incremental search [1], fuliygssearch [2] and so o utilization of mobile phone
such as smart phone, related content in museuwr [@bpropriate route on map [4][5] is recommendgd b
system according to information of user’s positidhese systems that are called Recommender System
(RS) provide adaptive recommendation to usersudppsrting decision making by involving information

of user’s situation (i.e. input character or preégecation). Although RS can provide related infatman to
decision maker by utilizing such as collaboratiiteifing methods [6], approach for achieving ohijezt
must be considered by decision maker.

The labor for consideration of decision maker cansoipported by providing ranked achievable
activities to objective of decision maker as algires by Decision Support System (DSS). DSS isafne
Man-Machine Interactive System to support semiestmed or unstructured problem resolution of dedisi
maker. Expected profits by problem resolution geotive achievement of decision maker have uncdstai

In other words, DSS supports problem resolutiordetision maker by ranking alternatives based on
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criteria that include uncertain profits.

Uncertainty of profits can be classified objectivecertainty and subjective uncertainty. Christof
Tannert, et al. defined taxonomy of uncertaintied decisions for objective and subjective [@pjective
uncertainty is further divided into epistemologicahcertainty and ontological uncertainty [8].
Epistemological uncertainty is caused by gaps iomkedge that can be closed by applying a comparativ
risk assessment of similar situatior@ntological uncertainty is caused by the stochafstitures of a
situation, which will usually involve complex tedhal, biological and/or social systems. Therefore,
objective criteria that can be weighted risks aeddfits based on knowledge as ontological unceytasm
be utilized to alternatives ranking of DSS suchnalical diagnostics [9][10], logistic route [11][12
management of energy systems [13] and so on.

Meanwhile, subjective uncertainty is characteribgdan inability to apply appropriate moral rules.
Subjective uncertainty can be also distinguishedwo types which are moral uncertainty and rule
uncertainty. The moral uncertainty is caused bgc bf applicable general moral rules such as soeigo
philosophy or consciousness. In this case, decisiakers have to fall back on more general morasrul
and use them to deduce guidance for the speciddtigih in question. The rule uncertainty is related
intuition-guided decisions based on individual nhowes. In specific situations, decision maker ozeke
decisions only by relying on own intuition rathbaih knowledge, or explicit or implicit moral rul€Bhis
means that decision maker acts on the basis ofafoadtal pre-formed moral convictions in addition to
experiential and internalized moral models.

Subijective criteria based on uncertainty of compled diverse moral rules of decision makers are not
utilized to typical DSS because risks and bendditsobjective of decision making are not measurable
Importance of subjective criteria tends to decrapsiy changing situation of decision maker. Sitratf
decision maker is changed by occurring externahtiegy influence to achieving objective in objective
criteria. Therefore, in this case, improving negatinfluence according to objective criteria is mor
important approach than considering uncertain farofi subjective criteria in decision making.

However, uncertainty of subjective criteria incladiture risks and expected benefits that are not
simply measurable by individual moral rule. In ched situation of decision maker, alternatives by
conventional DSS without subjective criteria areked without considering possible of losing proftiat
lead to future benefits of decision maker. Themfaalidity for ranking of alternatives by convemtal
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DSS in changed situation is decreased by insufficigteria. Situation of decision maker in oppaity of
utilizing DSS is changing with timelhere are approaches for uncertainty reductiortegléo decision
making by prediction based on expert knowledge ipex by experts based on linguistics fuzzy values
[72] [73]. It is required consensus among expédthough the criteria are assumed to be independast
would make the system unrealistic in some situatfiornhis thesis we use subjectivity such thatriovae

relative dependency among criteria.

1.2 Objective of thisthesis

The main objective of this thesis is to apply sotije intelligence to DSS for adjusting alternasive
ranking of DSS to situation of decision maker. Irley to improve issue of ranking alternatives by
conventional DSS without subjective criteria, tiksearch proposes DSS according to aggregation of
objective criteria and subjective criteria. Figukel indicates over view of proposed DSS. Subjective
criteria are weighted for aggregating to objectvigeria in proposed DSS based on subjective ateof
decision maker. Subjective attributes are commosiélement for individual profile of decision makbat

is based on multiple moral rules. Changing of situacan be estimated by comparing difference of
subjective attributes in terms of time with normalg subjective attributes of decision maker. Altdives

for improving negative influence by changing sitoatunder objective criteria can be formulated by
estimating degree of negative impact based on asdiindifference of subjective attributes. Therefore
subjective attributes must be normalized to redusmertainty of subjective criteria by applying noxdes

to subjective attributes.



Changed subjective attributes
by external influence

Normalizing
l DM 3

| l Alternative 1

Alternative 2

Alternative 3

‘ Objective Criteria Subjective Criteria

‘~---| Subjective intelligence by aggregatign- --*

Figure 1.1: Overview of proposed DSS

Although decision making can be supported by remkiiternatives based on criteria, too many
advices are indicated to decision maker by incngasumber of alternatives. Too many information
generates decreasing of understanding appropmi@ieriation for decision maker. In order to imprakes
issue, this research evaluates an alternativefralsoan aspect of Metaheuristics approach thaupaiate
a matrix according to criteria. Therefore, propogpgdroach is applied to criteria for ranking alsgives

and criteria for updating.

1.3 Outline of thethess

This thesis is structured as follows:

This Chapter introduces main concept of the thésssie of conventional DSS is indicated on objecéind
subjective uncertainty. Chapter 2 explains relatedks to our research. DSS needs methodology to ran
alternatives for supporting decision making. Theref some methodologies of ranking alternatives are
explained in Chapter 2. In addition, approach fadihg alternative as supporting decision making is
discussed by explaining Metaheuristics method. @map is representation of proposed approach on
existing case model. Chapter 4 discusses evaluatfoproposed approach by comparing proposed
approach and conventional approach. Final Chaptesigdes our approach and indicates future works.
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Chapter 2

Related work

2.1 Introduction

This Chapter explains related works to our resedrtiSection 2.2, history and definition of DSS are
explained to assist the reader’'s understandingdiget DSS of this thesis. Decision making in DSS i
assisted by indication of ranked alternatives atiogrto multiple criteria. Therefore, some methadi¢s

of ranking alternatives are explained on Multiplgt€ia Decision Making (MCDM) in Section 2.3. In

addition, approach for finding alternative as sufipg decision making is discussed by explaining

Metaheuristics methods in Section 2.4.

2.2 What isDSS?

Decision support system (DSS) is a subset of coemhagised information systems. According to Keen and
Scott Morton, the concept of decision support hedved from two main areas of research: the thexalet
studies of organizational decision making donehat €arnegie Institute of Technology during the late
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1950s and early 1960s, and the technical work terantive computer systems, mainly carried oubat t
Massachusetts Institute of Technology in the 19@8§ It is considered that the concept of DSS hexa
an area of research of its own in the middle oflidé0s, before gaining in intensity during the 198Ib].

In the middle and late 1980s, Executive Informat@ystem (EIS) [16], Group Decision Support System
(GDSS) [17], and Organizational Decision Suppoit&y (ODSS) [18] evolved from the single user and
model oriented DSS. EIS that supports senior ekexiriformation and decision making needs provides
easy access to internal and external informatitevaat to organizational goals. GDSS is one ofesyst
for supporting decision making in electronic megsinODSS provide mechanisms for ensuring that the
decisions being made throughout such organizattwesconsistent with each other and with the overall
organization goals. Through means of an ODSS, imition and guidance is automatically passed from
higher levels to lower levels for use in decisioaking models. Beginning in 1990s, data warehouaird)
On-Line Analytical Processing (OLAP) [19] began dmtening the realm of DSS with growing data
transmission speed of computer network. Since 2008b-based analytical applications were introduced

to DSS with spreading internet among people.

2.2.1 Definition of DSS

Early definition of DSS was a computer based infation system used by decision-makers to suppairt the
decision-making activities for semi-structured astiuctured problem resolution in the situationerehit
is not possible or not desirable to have an autedhsystem perform the entire decision process [2flle
introduced decision-making activities for semi-stewred or unstructured problem resolution according
defined decision calculus in 1970 [21]. Under thgproach a manager’s implicit model of a situai®n
formalized into an explicit model which is then dde evaluate alternative decisions. The decis&@ouus
was defined as a set of six criteria that a moldelkl meet [22]. The six criteria meaning as fokbow

(1) Simple. Simplicity promotes ease of understagdi

(2) Robust. By this it is meant that a user shduld it difficult to make the model give bad anssier

(3) Easy to control. A user should be able to ntakemodel behave the way he wants it to.

(4) Adaptive. The model should be capable of beipgated as new information becomes available.
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(5) Complete on important issues. Completeness isonflict with simplicity. Structures must be
found that can handle many phenomena without bggdgmvn.

(6) Easy to communicate with. The manager shoulddbe to change Inputs easily and obtain outputs
quickly.

Adaptive that is the above fourth criteria canrgrioved in proposed approach by utilizing subjectiv

criteria based on situation.

2.2.2 Taxonomies of DSS

Taxonomies of DSS are different by researchersteHgthwiler differentiates passive, active and
cooperative DSS [15]. A passive DSS is a systeratoks the process of decision making, but thahoan
bring out explicit decision suggestions or solusioAccording to this definition, RS is belongedtie
passive DSS. An active DSS can bring out such iecisuggestions or solutions. A cooperative DSS
allows the decision maker (or its advisor) to mpdfomplete, or refine the decision suggestionsigeal
by the system, before sending them back to theesydbr validation. The system again improves,
completes, and refines the suggestions of the idacimaker and sends them back to the criteria for
validation. The whole process then starts againi] anconsolidated solution is aggregated. Although
proposed DSS is belonged to the active DSS, aisplat alternative for decision making is improwsd
cooperation (aggregation) of objective criteria aotjective criteria as situation of decision maker

At the conceptual level, Power differentiates Comioation-Driven DSS, Data-Driven DSS,
Document-Driven DSS, Knowledge-Driven DSS, and Mdaléven DSS [23]. Communication-Driven
DSS supports more than one person working on ag&dhask. Data-Driven DSS or Data-oriented DSS
emphasize access to and manipulation of a timessefiinternal company data and, sometimes, externa
data. Document-Driven DSS manage, retrieve and puste unstructured information in a variety of
electronic formats. Knowledge-Driven DSS provideaalized problem-solving expertise stored as facts
rules, procedures, or in similar structures. FnaModel-Driven DSS emphasizes access to and
manipulation of a statistical, financial, optimimat, or simulation model. Proposed DSS is belortgetie
Knowledge-Driven DSS because proposed DSS ranksnattves by applying rule model of decision
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maker as knowledge. Although there is an approddixpert System (ES) [24] for supporting decision

making based on knowledge, objective of propose8 BX&l ES is different [25].

2.2.3 Difference of DSSand ES

ES is a system that employs human knowledge capiara computer to solve problems that ordinarily
require human expertise [26]. Pigford and Brautindethat ES is a computer program that emulates the
behavior of human experts who are solving real-evg@roblems associated with a particular domain of
knowledge [27]DSS focuses on supporting decision makers in seodtared or unstructured problems.
Meanwhile, ES concentrates on replacing human idecimakers in structured and narrow problem
domains. Therefore, ES is to replace and mimic exgexision makers in making repetitive decisiamsi i

narrow domain. This difference has resulted in tampletely different design philosophies.

2.2.4 Structure of DSS

Structure of DSS is identified different componehts researchers. Sprague and Carlson identify three
fundamental components of DSS [28]:

(a) the database management system (DBMS)

(b) the model-base management system (MBMS)

(c) the dialog generation and management systenM®)G

According to Power, academics and practitionerettiscussed building DSS in terms of four major
components [23]:

(a) the user interface

(b) the database

(c) the model and analytical tools

(d) the DSS architecture and network.



Hattenschwiler identifies five components of DSS5]{1

(a) users with different roles or functions in thecision making process (decision maker, advisors,
domain experts, system experts, data collectors)

(b) a specific and definable decision context (ntode

(c) a target system describing the majority ofireferences

(d) a knowledge base made of external data soukoesyledge databases, working databases, data
warehouses and meta-databases, mathematical memtklsnethods, procedures, inference and
search engines, administrative programs, and liegasystems,

(e) a working environment for the preparation, gsialand documentation of decision alternatives.

These components of each researcher have a conitydnaldatabase, model and user interface.
Proposed approach is a novel improvement by applgibjectivity to database as situation in changed

situation model.

2.3 MCDM

Opportunity of Multiple Criteria Decision Making (@DM) is often occurred as one of event in life of
people. Decision making is a process of selectppyapriate approach for achieving objective andh pia
for solving problem by individual or organizatioWang Yingxu, et al. defines that decisions areguided
just by expectations of the benefits that will emdwt also by expectations about costs [29]. Daviel
Wolpert and Michael S Landy said the subject (e.g. humaimapbe, rat or pigeon) in typical
decision-making tasks is given two or more optitmsn which to choose [30]. Appropriate approach of
decision making is different according to criteiga achievement of objective. Many decisions arsebla
on beliefs concerning the likelihood of uncertaire®s such as the outcome of an election, the glit
defendant, or the future value of the dollar.

Decision maker decides appropriate action undeemmia events according to judgmental heuristics
as criteria [31]. Judgmental heuristics consists@feral types of experimental biases for judgnunt
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decision maker. Experimental biases as criteria decision making are acquired through individual
perception of decision maker. Therefore, rankingloérnatives is depending on experience of detisio
maker. In other words, inexperienced decision makay not be able to choose appropriate altern&tive
objective. Even if decision maker has many expesgsnranking of alternatives according to unrelated
criteria to objective by the decision maker is ffisient.

DSS can rank alternatives according to multipleeda for achieving objective without depending on
individual experience of decision maker. In orderank alternatives by DSS, evaluation model ofsiec
making must be applied to DSS. Recently, varioyg@ches for evaluation model of decision makirey ar
studied to find appropriate solution for achievirabjective. Following sections explain some

methodologies for ranking alternatives in MCDM.

2.3.1 AHP method

Analytic Hierarchy Process (AHP) is a popular decismaking method proposed by Saaty [32]. The
applications of AHP have produced extensive resultsnany problems involving planning, resource
allocation, priority setting, and selection amotigraatives[33]. Generally, AHP consists of three main
principles, including hierarchy framework, priorignalysis and consistency verification. Formulating
decision problem in the form of a hierarchy framewds the first step of AHP with the top level
representing overall objectives, the middle levelsresenting criteria, and the lowest level stagpdor
decision alternatives in Figure 2.1. Once a hiéraftamework is constructed, users are requestsdttap

a pairwise comparison matrix at each hierarchy @ndompare each other by using a scale pairwise
comparison. Finally, in the synthesis of priorittage, each comparison matrix is then solved by an
eigenvector method to determine the criteria ingurée and alternative performance. Pairwise congraris
matrixes (whose column and row are the alterngtivasst be formed based on the number of criteria.
After determining the alternatives importance icleanatrix, the overall importance of each alteneats

calculated.
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Objective

[ Criterion 1 ] [ Criterion 2 ] [ Criterion 3 ]

[ Alternative 1 ] [ Alternative 2 ] [ Alternative 3 ] [ Alternative 4 ]

Figure 2.1: Hierarchy framework of AHP

Although AHP can extract subjective moral rule frexpert for reducing uncertainty of subjective
criteria by weighting criteria based on pairwisenparison, various type of situations must be reedda

weight criteria by expert.

2.3.2 DEMATEL method

Decision Making Trial and Evaluation Laboratory (METEL) method is used in order to put forward the
interrelationship among the main criteria which determined in the study for outsourcing selection
process [34]. DEMATEL is a comprehensive method lhoilding and analyzing a structural model
involving causal relationships between complexdector criteria. The DEMATEL method is based on
digraphs, which can separate involved factors d@atesal and effect groups. The digraphs are baséieon
concept of contextual relations between critenayhich the numerals represent the strength ofiénfte.
Therefore, the DEMATEL method can convert the refethip between the causes and effects of criteria
into an intelligible structural graph.
For applying DEMATEL, there are 5 main steps:

(1) making the direct-influenced matrix

(2) calculating the direct-influenced matrix normaligat

(3) achieving the total-relation matrix

(4) Producing a causal diagram

(5) Obtaining the inner dependence matrix and impdatioaship map
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In step (5), the sum of each column in total-relath x n matrix is equal to 1 by the normalization
method and then the inner dependence matrix cacdpgred.

DEMATEL can be applied to MCDM methods as critdsecause it is a widespread technique which
is able to evaluate and formulate all intertwinadsal and effect relationships in each structuaeh Wu
stated that Knowledge Management (KM) strategyctiele is a kind of multiple criteria decision magin
problem, which requires considering a large nunab@omplex factors as multiple evaluation critgB8].

A robust multi criteria decision making method sldoeonsider the interactions among criteria. Hethee,
proposed an effective solution based on a combiealytical Network Process (ANP) and DEMATEL
approach to help organizations evaluating and seteKM strategies. ANP is an extension of AHP, &nd

is the general form of analytic hierarchy proce38].[ Gulgcin and Gizem evaluate green suppliers by
combining fuzzyDEMATEL, fuzzy ANP and fuzzy Technique for Orderrfdemance by Similarity to
Ideal Solution (TOPSIS) [37]. TOPSIS method will &eplained by section 2.3.3. DEMATEL technique
has combined also with ViseKriterijumska Optimizaci Kompromisno Resenje (VIKOR) method
methods [38] [39]. VIKOR method will be discusseadsection 2.3.4.

DEMATEL method can set criteria of DSS as objectriteria based on clustering causal relationship
of various data. However, objective criteria by DENEL method cannot be utilized as subjective ciater

in changed situation of proposed DSS.

2.3.3 TOPSIS method

Technique for Order Performance by Similarity tedtiSolution (TOPSIS) is was proposed by Hwang and
Yoon (1981) to determine the best alternative basedhe concepts of the compromise solution [40].
TOPSIS is based on the concept that the chosematitee should have the shortest geometric distance
from the positive ideal solution (PIS) and the lesiggeometric distance from the negative idealtispiu
(NIS) in Figure 2.2. The PIS is defined as the smfucontaining the best values of the criteriahwitthe

set of alternatives, whereas the NIS contains tbestwalues within the set of alternatives. Equagol
indicates calculation of geometric distance. Sadfreriterion C1 or C2) are increased by shortening
distance of coordinate of alternatives from coaatknof PIS TDPL1 or TDP2) or elongating distance of
coordinate of alternatives from coordinate of NTBN1 or TDN2).
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Figure 2.2: Geometric distance of TOPSIS
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Under many real situations crisp data are inadequatmodel real life situation since human
judgments are vague and cannot be estimated wétbt ewumeric values. Fuzzy TOPSIS [41] can extend
crisp data of PIS and NIS in traditional TOPSISam®ighting criteria as objective criteria.

TOPSIS method can be applied to MCDM problem thatefined best value and worst value. There
are approaches for setting ideal solution by aggieg individual decision making as group deciqiba]

[43]. Although consensus for appropriate decisioakimg can be improved by including individual
decisions as group decision, these approaches dedision based on objective criteria only. Proposed
DSS in changing situation should maximize subjecpivofit of decision maker as best value for pringd
appropriate alternative that can satisfy objegtixait. Therefore, proposed DSS employs TOPSIS method
as decision making model to fit changed situatitims thesis proposes a novel extension of conveaitio

TOSPSIS by aggregating objective criteria and sivie criteria.
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2.3.4VIKOR method

ViseKriterijumska Optimizacija | Kompromisno ReserfVIKOR) is a compromise ranking and selection
technique [44]. S.Opricovic had developed the basas of VIKOR in his Ph.D. dissertation in 19@8d
an application was published in 1980 [45]. Like T8)¥, VIKOR is also a MADM technique and implies
similar principles of application. However, the twidfer slightly in that VIKOR technique uses limea
normalization technique. It also uses a comprorfusiéity) weight for the decision maker to choosis h
policy which could be optimistic, pessimistic andutral. In VIKOR, the best solution will have the
VIKOR index closest to 0 and the worst alternatitk have VIKOR index closest to 1.

The steps involved for ranking alternatives forexigdion matrix having alternatives and attributes
using VIKOR are as follows:

(1) calculation of normalized decision matrix

(2) determination of ideal and negative ideal solution

(3) calculation of utility measure and regret measure

(4) ranking alternatives

(5) propose as a compromise solution best alternative

VIKOR method ranks alternatives between ideal socb&iteria and worst score of criteria. Although
VIKOR method also can rank with linear normalizatiny using PIS and NIS, alternatives that are bette
than PIS cannot be provided to decision maker. Ttesis expects improvement of profit for subjestiv
criteria by adjusting ranking of alternative to nbang situation of decision makerherefore, proposed

DSS employs TOPSIS method than VIKOR method.

2.4 M etaheuristics

A Metaheuristic is a set of concepts that can el us define heuristic methods that can be appbea
wide set of different problems. In other words, @tdheuristic can be seen as a general algorithmic
framework which can be applied to different optiatian problems with relatively few modifications to
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make them adapted to a specific problem. A Metasiuiis formally defined as an iterative genenatio
process which guides a subordinate heuristic bybaaimg intelligently different concepts for explog
and exploiting the search space, learning stregegie used to structure information in order ta fin
efficiently near-optimal solutions [46]. A new kirad approximate algorithm has emerged which bdsgical
tries to combine basic heuristic methods in higkgel frameworks aimed at efficiently and effecljve
exploring a search space. These methods are nogvadaymonly called Metaheuristics [47]. Many of the
Metaheuristic methods can be interpreted as intiodua bias such that high quality solutions are
produced quickly. This bias can be of various foemd can be cast as descent bias (based on ttwtiibje
function), memory bias (based on previously madeisittns) or experience bias (based on prior
performance) [48]. These types of bias can be egpd criteria for finding alternative in decisioraking.
Therefore, Metaheuristics approach is employedviduate alternatives without dependent for number o
alternatives in MCDM by proposed DSS. Some methagles of Metaheuristics are discussed in following

sections.

2.4.1 Genetic algorithm

Genetic algorithms (GA) are a specific type of etiohary algorithms by mimicking natural selectioh
gene [49] [50]. Evolutionary algorithms are popigdatbased, adaptive search algorithms designed to
attack optimization problems. These are inspiredrimgdels of natural evolution of species and use the
principle of natural selection which favors indivals that are more adapted to a specific envirohfioen
survival and further evolution. The three main epers used in GA are selection, mutation, and
recombination.

(1) Selection prefers fitter individuals to be chosenthe next generation and for the application of

the mutation and recombination operator.
(2) Mutation is a unary operator that introduces randuomdifications to an individual.
(3) Recombination combines the genetic material ofitwdividuals, also called parents, by means of

a crossover operator to generate new individualgad offspring.
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The three main algorithmic developments within fredd of evolutionary algorithms are genetic
algorithms, evolution strategies [51] and evoludign programming [52]. These algorithms have been
developed independently and, although these atgositinitially have been proposed in the sixties and
seventies, only in the beginning of the nineties thsearchers became aware of the common underlying
principles of these approaches [50].

In GA, a population of candidate solutions (calledividuals, creatures, or phenotypes) to an
optimization problem is evolved toward better solu$. Each candidate solution has a set of propertigs (it
chromosomes or genotype) which can be mutated kekkdy traditionally, solutions are represented in
binary as strings of Os and 1s, but other encodamgsalso possible [53]. GA updates target matyix b
repeating mutation, dump and combine accordingtteds function. However, GA cannot be utilized for

proposed DSS because profits of objective crit@risubjective criteria are minimized by dumping.

2.4.2 Tabu search

Tabu Search (TS) is among the most cited and usethhduristics for combinatorial optimization
problems [54]. Combinatorial optimization probleare approach of looking for an object from a firote
possibly countable infinite set [55]. This objestypically an integer number, a subset, a periamtadr a
graph structure. The simple TS algorithm appliggest improvement local search as basic ingredieat a
uses a short term memory to escape from local nairgind to avoid cycles [56]. The short term memsry i
implemented as a tabu list that keeps track ofrthet recently visited solutions and forbids mowesard
them. The neighborhood of the current solutionllasvad set is thus restricted to the solutions tl@mnhot
belong to the tabu list. At iteration of the beslution from the allowed set is chosen as the nemwent
solution. Additionally, this solution is added teettabu list and one of the solutions that wereaaly in the
tabu list is removed (usually in a FIFO order).

Although TS can update target solution as altevadhy dumping unfit value according to tabu list,
target solution is updated to prevent from endégsting according to tabu list even if the targalusion is
wrong. Updating wrong solution generates possilblénappropriate solution as alternative in MCDM.
Therefore, TS cannot be used for formulating aéteve of proposed DSS.
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2.4.3 Harmony search

Harmony Search (HS) is a phenomenon-mimicking #lgoras meta-heuristic algorithm inspired by the
improvisation process of musicians [57]. The HSrapph finds a vector which optimizes (minimizes or
maximizes) a certain objective function from geteslarandom vectors that called Harmony Memory
(HM). The HS approach optimizes target vector asstMearmony by comparing with a new harmony. If a
new harmony is better than the existing worst haiyna new harmony is updated as new worst harmony
and the current worst harmony is excluded frometawgctor. The number of vectors of the HM is dedin

by pre-setting harmony memory size (HMS). The vectd HM are optimized by comparing and updating
the new vector that is generated randomly accortiingertain conditions. HS can be applied to solve
computer science problems or engineering probl&dis[$9] [60] [61].

HS can update vector of target matrix without durgpeach value of vector by setting objective
function that is criteria of objective improvememterefore, this thesis selects HS approach totate
alternative of proposed DSS. However, conventiod& approaches update target vector based on
objective criteria. In order to fit solution aseafative to changed situation of decision makesppsed

approach is applied to objective function by aggteg objective criteria and subjective criteria.

2.5 Conclusion

This chapter discussed about DSS, MCDM and Metddtes. Proposed approach employs TOPSIS
method and Harmony Search method for fitting tongrag situation of decision maker according to
related works. Next chapter explains about mentateh by applying proposed methodologies with

normalizing subjective attributes of decision maker
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Chapter 3

Applied case mode

3.1 Introduction

In a working environment, opportunity of decisiomking by worker is occurred to generate higheriprof
or to eliminate severe loss. Herbert A. Simon defithree decision making processes that are beteltie
Activity, Design Activity and Choice Activity [62]According to this definition, the worker who is a
decision maker for operating assigned tasks musieve information to formulate alternatives by
analyzing context of related tasks. The worker elesoappropriate decision after evaluating developed
alternatives. Context of target tasks selectechbyworker consists of objective attributes thatgettable
several innate profits by task operation and ctistachieve pre-assigned objective. The worker telec
appropriate task according to multi criteria of esftjve attributes that each task has. Tasks fdinget
profits are assigned to the workers depending gactibe of organization as criteria for approprigdsk
selection of the worker by superior decision makéio could be manager, project leader or customer.
Assigned tasks to the workers are structured topgdtts for belonging organization of the workdrg
steps as workflow through consideration of experts.

The worker has subjective attributes for task ojpemadased on worker’s profile such as experiernce o
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operational skills. Degree of expected profits pbgrating task is changed by applying subjectivébaties

of the worker to objective attributes of task thghuask assignment. Expected profits for the omgdimn

by assigning tasks are increased by improving vedfikiency of current work or forthcoming work. Wor
efficiency of current work is improved by reducitapor cost that is engagement time of the workehéo
assigned task while keeping achievement of the @sknpletion time of task as engagement time of the
worker is shortened by assigning experienced workdthough the completion time of task by
inexperienced worker is longer than experiencekemapplicable experience for forthcoming simtksk

is accumulated with time by engaging to the tadker@&fore, shortening time for improvement of work
efficiency in current task and experience to fosthing work are trade-off.

In this situation of decision making by worker, geaing completion time of task can be classified
objective criteria by computing profits according time. Meanwhile, uncertain profits of subjective
expected experience for worker can be categoriaesubjective criteria [7] [8]. Work environment of
worker and organization is often changed by extemfluence. In order to support decision making of
worker for appropriate task selection, proposed ES&oplied to the working environment for adjugtin
changing situation of worker by aggregating objectriteria (shortening completion time) and sutdyec

criteria (getting expected experience of worker).

3.2 Changing situation

Importance of objective criteria for the appropriatisk selection is changed by occurring external
interference to the workeiThe external interference to the worker generaws mactivity to current
workflow of the worker. Corragio defines an intgation as an “externally-generated, randomly ocoggri
discrete event that breaks continuity of cognifiweus on a primary task” [63]. Interruption of opgon
continuity by the worker on the workflow is occudréy invoking new or updates another task of the
worker. In other words, interruption is occurredgaytial participation of multiple workflows. Inteiption
would produce positive or negative effect to thekeo and the current workflow.

Interruption is formalized through two parametriews that are time and context. The time
parametric view of interruption is related to opierg time of the generated task and completion tohe
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interrupted workflow. The degree of positive or atge effect to forward the current workflow can be
represented by normalizing time of the interruptibhe context parametric view of interruption itated

to operation and process to the current workflotwe Tontext of the generated task by interruption is
analyzed to formulate alternatives based on inftedrelements of interruption. Although interruption
non-task such as taking rest or enjoying hobbypusgive effect to efficiency of the current wokl by
improving mental or physical tiredness, any intptian generates negative effect to the current flamsk

in time parametric view point. Starting time of sefuent tasks on the interrupted workflow is deddye
consuming time for the interruption. Each weightcdferia for selecting appropriate task is changed
improve the delay of the current workflow by reigesg tasks of inexperienced worker to experienced
worker.

There are many approaches for improving work efficy by handling resources of workers such as
job scheduling problem or flow shop scheduling [§&%]. Although conventional scheduling problem
approaches can optimizes work efficiency by schedulreduction of experience for inexperienced
workers due to assigning tasks to experienced wanleenot discussed. Task assignment for improvemen
of too higher efficiency decreases work opporturafyinexperienced worker. The expected profits of
pre-assignment for forthcoming work are reducedth® negative effect of interruption and overmuch
improvement by re-assigning tasks. In order to miré the payoff of expected profit for forthcoming
work, the appropriate task selection of the woikeinterruption must approximate to the expecteafipr
by pre task assignment as an ideal task seled¢tiongh the superior decision maker.

Leaving time (disengagement) of the current woskfldue to interruption generates negative effects
to short term memory of the interrupted worker lseaof forgetting the task of workflow. Memory bkt
interrupted worker for the interrupted work is redd with time. Relation of both time and degree of
decreasing memory is represented by Ebbinghausigefmg Curve [66]. Negative effect of the lacked
working memory is appeared when past task is redudmen added tasks. By leaving from the interrupted
work, usable time for the interrupted workflow isnsumed and accuracy of decision making for the
interrupted work is decreased [67]. Experiencedkeoican decide appropriate task according to own
judgment heuristics [31]. The accuracy of decismaking by experienced worker also is reduced after
long time interruption. Therefore, the authentiaifyexperienced worker’s decision making for seitegt
appropriate tasks of the current workflow is deseehby interruptionThe next section is shown the
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outline of the proposed approach for supportingsitee making of appropriate task selection of waorke

3.3 Proposed approach

Supporting decision making, for the appropriaté tsslection in interruption, is improvement of atied
work efficiency to the current workflow caused hbyterruption. Effective alternatives for concerned
workers of the interrupted workflow can be rankedaading to multi criteria for related tasks by Bmg
MCDM methods or updated by applying Metaheuristicsording to objective function as criteria. The
attributes for weighting criteria in the interrugtimodel are classified into two aspects; objeditebutes
and subjective attributes that are based on nafuhe attributes.

The objective attributes for weighting criteria meeertain profit for objective achievement of
organizations. A worker who is employed by orgamirais oriented to objective of the organization b
company strategy. The objective of organizatioaggregation of multi criteria attributes for staéleters
in a company. The criteria of task assignment byesor decision maker include work efficiency of
workers for benefit of the organization and tragnfior workers that leads to organization benefitsts
progressMeanwhile, the subjective attributes mean dynarh&nging work environment that consists of
fuzzy elements of workers and tasks. Since conguidime of tasks are depending on assigned worker’s
operational skill to task, the situation of intgation for operating workflow is consisted by usitige
subjective attributes of workers for related tadkserefore, proposed weights of multi criteria skdobé
computed by aggregating the objective attributesasks aligned on the subjective attributes ofkers.

The interrupted workers in changing work environtmaenst select appropriate task under objective of
organization. In addition, the concerned workergh® interrupted workflow must avoid the overmuch
improvement to keep the expected subjective préditsorganization such as nurture of inexperienced
worker. TOPSIS method for ranking alternatives &i@amony Search method formulating alternative are
employed to maximize subjective profit of decismaker with satisfying objective profit by propode8S
according to discussion of Section 2.3.3 and SeQid.4. The objective attributes of the organtzaiis
aggregation of subjective attributes that is depbted on worker's experience (extracted from works
preferences).
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Alternatives for appropriate task selection in iniption must improve delay of workflow to achieve
by deadline of the workflow. There is an approashréduce the number of AGVs (automated guided
vehicles) in container terminals without effect@mpletion time of workflow [68]. Cost of AGVs iihis
approach is reduced by computing appropriate astiéine container quay crane and AGVSs’ operation on
the basis of modeling by using the pseudo-analgisicerned workers in interruption already havégas
for achieving workflow by deadlineTherefore, appropriate order of tasks for improvidelay as
alternatives must includes individual differencecohcerned workers’ skills as subjective attributes

The consumed time for the current workflow duentiiiruption can be improved by supporting tasks
of inexperienced worker by the experienced worleefoamulated alternatives. The improvable subjectiv
completion time of inexperienced worker’s task gmged according to degree of supporting worker’s
experience. Therefore, provided alternatives farapriate task selection in interruption are foratet! by
computing subjective completion time of task basedexperience of workers. The scores of provided
alternatives for positive or negative ideal solutiare computed by estimating expected experience of
workers in task operation. Each expected experieficdternatives is computed based on proportion of
engagement of experienced worker for improvingdbwesumed time by interruption. Operating time @ th
inexperienced worker is shortened by asking relatéoirmation for operating task to the experienced
worker without gathering information by oneself. tiidugh the subjective completion time of
inexperienced worker is shortened by increasingagimg time of the experienced worker for the tak o
the inexperienced worker, expected experience akevs by pre-assignment is decreased by reducing
working opportunity of the inexperienced worker.eféfore, appropriate alternatives for the expected
experiences by pre-assignment are ranked accotdirgduced expected experiences to achieve required
engaging time of supporting worker for tasks ofititerrupted worker.

The engaging time for supporting each task is chdrzpsed on subjective completion time of the
experienced workers for each task. The subjectweptetion time of the supporting worker for impnogi
negative effect by interruption is shortened byrgivelated information to the task from documdotabf
the experienced worker to the supporting worker.

Document for knowhow is reflected by experiencel@dument creator. Expertise of the document to
the task is extracted according to similarity o# #tontext of the task and the document. The exgecte
experience of alternatives is reduced by shortetiiregsubjective completion time of each task of the
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interrupted worker with the similar document. Sitlce distance of the positive ideal solution’'s scand
the score of alternatives in TOPSIS is shortenedeolyicing the required engaging time of supporting
worker for the tasks of the interrupted worker, theking of appropriate task selection for shorgni
negative effect of interruption is changed depegdin degree of improvement for the tasks by thelaim
document.

In order to recommend appropriate task selectidghimvithe negative effect to the workflow caused by
interruption, proposed approach utilizes TOPSIShoetto rank appropriate alternatives and Harmony
Search method to update alternative for the inpdedi worker by aggregating objective attributesask
and subjective attributes of worker with objectat&ributes of related documentations. In our apghidae
workflow is given. Our purpose is to have the exiecuof the work be kept or optimized based on the

interruptions context project by attributes consige either objective or subjective ones.

3.4 Definition of Target tasks

Workflow is an optimized representation of stepac¢bieve work objective by expert worker and spedif
in optimal manner based on business policy and Ete steps for goal in Lewin theory represent
“cognitive structure” as workflow [69]. These stegre ordered as task by eliminating negative causk
as loss of time, duplicative process and so on.difided task by steps is an action for achieviimgpte
objective task as input of the other task. Task tieeeds results of the other task as input is edlafter
completing the related task. Tasks that have natiopoutput relations can be reallocated in pakall

The parallel tasks on workflow can be assigned wdtipie workers or multiple project members for
operating tasks simultaneously. The task on theflowv is activity that needs to be accomplishedhinit
defined period of time or by deadline. Objective eafch task is achieved by completing operation of
worker before the deadline of each task. The lengtsable time for the task operation of workeupsto
the deadline of the task from the completion tirheror task. The task that has deadline of sherigal is
ordered earlier than task of long period deadkrgire deadline of the workflow is defined by aggagng
estimated completion time of each task. Even ifehe similar task in the workflow, order of thedssks is
sequential based on different operating period. dtuer of tasks in the workflow can be changed by
keeping the completion time of each task relatextiliges. Therefore, selectable tasks for improviogk
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efficiency by the concerned workers to the intetedpworkflow are tasks that have finished the eslat
prior tasks as inputs without including alreadydimed tasks.

In order to reduce uncertainty of objective cradn changing environment, operating time of wasker
is utilized to normalize negative impact of intgrtion based on pre task assignment. Figure 3.1 show
matrix of worker’s operating timeXT) for pre-assignmen®feA) by the superior decision maker. Number
of rows in the matrix of pre-assignment means assigvorkers to same workflow. Each operating time
(OT) of task according to deadline of the task andraiple time period of the assigned worker is

substituted to each columns of assigned worker.cbloedinates of non-assigned tasks has value of zer

oT -~ OT

PreA= h = number of tasks to the workflow
OT g 1 e OT
N\ J

'

g = number of workers to the workflow

gh

Figure 3.1: Matrix for pre-assignment by superior decision maker

3.5 Relation of time and experience

Subjective completion time of task is changed ddpenon tasks’ context and experience of workelhe T
context of task can be classified as physical veor#t mental work. The physical work is an activiased
on physical condition of worker such body relatedbtems, or muscular tension or physical change in
office or working space. The physical part of therkvis related to the objective attributes of thaked an
organization’s objectives represented as critdli@anwhile, the mental work is an activity of infaation
gathering for the steps of the task operation kbad to efficient physical work. Operating time fibe
mental work is related to searching and analyzinge tbased on individual experience of workers as
subjective attributes.

Experienced worker can shorten the time for thetatewmork by utilizing information for the steps of
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the task operation based on accumulated experten@egh a past task operation as knowledge. Workers
acquire multiple types of experiences for the mewtark depending on context of task through the tas
operation. The context of task is represented st af objective attributes by weighting of opargttime
of task to each type of experience.

However, impact of experience is uncertain profitsubjective criteria. Therefore, moral rule of
superior decision maker is applied to criteriarducing uncertainty of experience. Impact for eype
of experience on operating time of task is weightsdfuzzy membership by experienced worker. The

membership function of task for each type of exgare is shown in following.

uw(i) = weight of each type of experience

Z (i) =10 (3.1)

| = number of related experiences for task

Each value of accumulating experience with a tis@valuated as objective attributes of task by
linguistic value of experienced worker. Amount aflividual knowledge for workers as the subjective
attributes is accumulated by multiplying definedgins of experiencew(v(i)) and operating time of task.
Accumulation of experience is higher for inexpecieth worker according to learning curve [70]. Inesth
words, expected experience for experienced work@n ftask operation is smaller than inexperienced

worker. Subjective expected profit by task for easiperience $Pf(i)) is computed as in the following

expression.
| (OT,, * san(i))
SPf(i) = o : i = type of experience (3.2)
(OT,, * (i) )+ W) P P
We(i) =We(i) + SPA(i) We(i)= accumulated experience of worker (3.3)

Operating time @QT) for each task is defined by task assignment basedeadline of each task and
operable period of workers. The subjective expegtedit (SPf(i) for experiences of the task assigned
worker is decreased by increasing the past accueculexperiencesWe(i) of the worker. Therefore,
enhancement of operating task is maximized by asgigtasks of workflow to the inexperienced worker.

The time for operating task has essential core (@f)@nd improvable time by the experienced workee Th
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core time €t) means essential engagement of the worker toaie that includes physical execution or
waiting such as running time of machine. Experidna®rker can shorten the time for engagement of
thinking that includes information gathering foskaachievement by utilizing their expertise. Theref the
core time €t) that is impossible to shorten by experience isid#®l by the experienced worker. The
subjective completion timeSC) of task that is changed by amount of experierafethe task assigned
worker is computed by crossing the above defingeéatibe attributes of the task to experience. Small
expected experience from the task operation médansask assigned worker has related large amount of
experience to the task. Impat$®f of the time for the engagement of thinking is poted by averaging
each subjective expected prof@Rf(i) for the task assigned worker. Following expreassigpresents the

subjective completion timesSC) of the task with the worker.

|
iISPf = (Z SPf(i)j/ | = number of related experiences for task (3.4)
i=1

SCt=ct+ (iSPf * (ngh - Ct)) ct= core time for task operati (3.5)

The subjective completion time other than the ¢one is computed by multiplying the impacsP)
of subjective profits for the task assigned worteethe shortened operating time by experienced &rork
The shortened operating time is computed by suligathe core time from pre-assigned operating time
(OT) based on deadline of the task. Therefore, thgestie completion time §C) is maximized by

assigning the task to inexperienced worker fortéisé.

3.6 Setting PISand NISby TOPSIS

PIS (Positive ideal solution) for decision makingimproving work efficiency by TOPSIS method is
extracted from expected profits of workers by pssignment in the proposed approach. Decision of
superior worker who assigned tasks is reflectedvimd the task selection of overmuch improvement fo
the current workflow by extracting from pre-assigmn as positive ideal solution. Consensus of
alternatives for improving effect of interruptios defined by aggregating the weighting of experenc
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worker and pre task assignment by superior decisiaRer of the current workflow. Target tasks for
improving negative effect of interruption as aliimes on decision making are the confined tasks th
have same deadline. The score of positive idealtisal (P1S) is computed as objective attributes by
aggregating each subjective profit for experienceach worker from the target tasks by pre-assigrime

Figure 3.2 shows matrix of the positive ideal solut(PIS) and negative ideal solutiorNIS) in

interruption.
Ell E1I E 11 E 11
PIS= : : k NIS= : : k
E K1 E Kl E k1 ® E K
N ) N J
Yo Y
I I
| = number of related experiences for task
k = number of concerned workers for interruption
Figure 3.2: Matrix of positiveideal solution and negative ideal solution
n
Ex = z SPfi(i) SP1(i) is based on pre-assignment (3.6)
i=1
n = number of target tasks assigned to worker
n
E'w= Z SPfa(i) SP#(i) is based on shortest total completion time (3.7)
i=1

The expected profitsEg) of each experience to the task assigned workezscamputed by
aggregating same experience type of pre-assigsid that have same deadline. The number of corsterne
workers for interruption is selected accordinghe teadline of assigned tasks on the same workffow.
order to avoid overmuch improvement for the curmeotkflow by restructuring of task assignment, the
expected profitsK'«w) of task assignment that have shortest total stitage completion time of related
workers within possible combination of task assigninin the interruption is computed as negativalide
solution (NIS). Number of combinations for the possible taskgamseent is computed according to the
number of workers and deadline of selectable taBkerefore, the alternatives that have total exgubct
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profits for forthcoming task than pre-assignmestiacluded as improvement for the interruption.

3.7 Context of task and documentation

The context of task in proposed approach consfdtseaterms for classifying each type of experienaed

the weighted values of profit to each experiencacadar value. Context of document that is created
experienced worker can be represented based arséliekeywords for linguistic classification of ttype

of experiencew). Experts conclude the main criteria for workfloand evaluate attributes in pair wise
fashion based on their strategy etc. The contexdazument in knowledge base can be represented as
vector by counting term frequency of each keywar@dmpute the relative importance weight of criteri
Therefore relevancy of the target tasks and doctrokexperienced workers are computed with using
terms as common features by comparing correlatidwm vectors that are the context of the task ted
context of the document. The correlation of the twotors are compared to compute multiple ternthef

two vectors on monotonic property by using cosiistadce [71]. Following equation shows calculatdn

similarity by cosine distance.

cosp) o 2O Tm0) p={m®. @, (D}
’ G=(Tm@,Tm, -, T}

\/é (,uW(i))Z i \/é (Tm(i))2 j = number of common terms

The vectorp consists of proportion of weighted profit for ttask {w(j)) by classifying named
experiencesI'm(j) of the vectoi for the documents are normalized to create thovéar analyzing by
using term frequency meaning according to ternmib@tontext of task. The similarity of two vectss

higher by approaching score of cosine distance(o 1
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3.8 Formulating alter nativeswith TOPSI S

Appropriate alternatives for ideal expected prdfiggpre-assignment are formulated based on the
subjective completion time of selectable tasksgemnkrated task by interruption. Formulated altérest
must be able to negate to the expected consumedHEi@i) by interruption. The expected consumed time
(ECY) is computed by computing the subjective compietime of the generated task by interrupted

worker.
ECt = ct+ (iSPf * (OT'-ct)) (3.9)

Operating time@QT’) for the generated task by interruption is an apler period of the interrupted
worker by deadline of the task. Each worker wheoiscerned to the target tasks in interruption has
subjective flexible time§Ft(i)) for usable another tasks based on deadline edigsigned tasks and each
subjective completion time. Total flexible timeSFt(k) of the interrupted worker who has multiple tasks

can be used for the expected consumed ti@) by interruption.

SK(i) = OTg|h —SC{(n) (3.10)
n ) n = number of target tasks assigned to worker

TSFi(k) = Z SF(i) k = number of concerned workers for interrup (3.11)
j=1

Achievement of tasks on the current workflow idddiby exceeding the expected consumed time
(ECY) from total flexible time TSFt(k) of the interrupted worker. The subjective flegiltime SFt(n) of
each worker also can be utilized to support infeted worker’s tasks. The exceeding tirs&CH of the
interrupted worker is improved by consuming opeiatime of the other task within the subjectiveitibe
time of the other worker. Therefore, alternativii(k)) for improving the expected consumed tirg€s)
by interruption are formulated based on the supmptime of another worker for improving the exciegd
time of the interrupted worker. The required tirRd) for supporting the interrupted worker is computed
based on proportion of exceeding tinklE=CY for interrupted worker and the impact of subjeetprofits
(iSPY) for the experience of supported task by the warke
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EECt= ECt—TSF{(k) (ECt > TSFt(k) (3.12)

EECt:iSPf(s) = Rt:iSPf'(s) (3.13)
Rt— EECt* i.SPf'(s) .iSPf’(S) by. supporting worker .14
ISPf(s) iSPf(s)by interrupted worker

The subjective expected profitSHf(s) of supported task for interrupted worker by otiverker is
computed by subtracting the exceeding tiBECY) from the subjective completion tim8Ct(s) of the
interrupted worker for the supported task as opegdime. The subjective expected profi&P{(i) of the
other pre-assigned tasks for the interrupted wdskeomputed by using the subjective completioretim
(SCt(i) of the interrupted worker. Total expected profiEs) for the interrupted worker who is supported
by the other worker in alternatives is computedggregating expected profits of the pre-assignskbsta

within total flexible time TSFt(k) of the interrupted worker.

SPf(s) = ((SC(S) _ EECt) ’UW(S)) s = type of experience for the supported task  (3.15)

(SCU(9 * 1an(s))+We(s)
SPf(i) = (SCC) * pan(i)) (We(i)= Wei) + SPf(i) (3.16)
(SCL(9 * 1an(s))+We(s)
E., = SPf(s) +§8Pf(i) | = number of related experiences for task (3.17)
“ i1 n = number of target tasks assigned to interruptexdker '

Meanwhile, the total subjective expected profis) (for the supporting worker as the score of
alternatives are computed by aggregating the stingeexpected profits§Pf(s) of the supporting task and
the subjective expected profiSRf(i) of pre-assigned tasks to the supporting workiee fiegative effect
of interruption is improved by utilizing the subjiee flexible time SF) of the supporting worker as
alternatives. Therefore, the total subjective fixitime TSF) of the supporting worker must be longer
than the required timdRf) for improving the exceeding tim&ECY) of the interrupted worker. The
subjective expected profi6Pf(s) of the supporting worker for supporting taskaguired by computing

the required timeR{) and impact of subjective profitsSPf for the supported task.
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Spf(g = (R () (3.18)

(Rt* zan(s))+We(s)

SPf(i) = (O, - S*Ft) - i 0)) : E?«Fi T?F—D SFY (3.19)
(Ot ~ SFt)* (i) )+ We(i) (We(i)= We(i) + SPf(i)

SPf(i) = ((Otgh - Rt)* /JW(I)) (SFt>RY) (3.20)
(Ot,, - RO)* ganti) )+ We(i) (We(i) = We(i) + SPf(i)

| = number of related experiences for task

n
By = SPi(s)+ Z SPi() n = number of target tasks assigned to interrupteidker

i=1

(3.21)

The subjective expected prof@Rf(i)) of the supporting worker by pre-assignment isel@sed by
subtracting applied flexible tim&EY) for supporting from operating tim®r) of the pre-assigned task.
When the required timdRf) for supporting the interrupted worker is londgeart the subjective flexible
time (SF) of the task, the required timR{ is consumed by utilizing the flexible time of th#her tasks of
the supporting worker. Distance of alternatives positive ideal solutionRIS) on the expected profit&)
of each experience to the workers is shortenedhbstening the required tim&{) for the interrupted
worker. The required timdrf) for the interrupted worker is shorted by incragsan impact of subjective
profits (SPf") of the supporting worker for the supported tdste proposed approach shortens the
required time Rf) of the supporting worker for improving the excegactime EEC) of the interrupted
worker by applying similar document to the suppaytivorker as experiences for task operation acagrdi
to experienced)e(n) of document creator. Degree of applied experiemfelocument creator is
computed based on a similarigri(n) of tasks and documents. The impact of subjegtrefits (SPf")

for shortening the required timBR{) with the similar document as alternatives are mated as follows.

B (Ot,, * ran(s))
S o1, " () + Wets) + (D3 * S(s) o
ISPf"(s) = (ZI: SPf(S)j/ | = number of related experiences for task (3.23)
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iISPf"(s) iISPf"(s) by supporting worker with similar document
ISPf(s) iSPf(s)by interrupted worker

Rt'= EECt* (3.24)

The alternatives with the similar document shodely engaged time of thinking such as information
gathering. Therefore, the experiences of the dootioreator are not added to the expected profits of
alternatives. Figure 4 shows matrix of alternatifie@smproving the exceeding tim&EC) of the
interrupted worker. The scores for concerned warkdro do not include the interrupted worker and the
supporting worker are substituted same value opdsitive ideal solutionR1S) to the matrix of

alternatives Alt(x)).

\ Expected profits of supporting worker without

/K_E\/ including applied experience of document creator
: a1 7 al :
A|t(X) = b1 e E bl

— |

Expected profits of interrupted

E cee E
k Kl
\ ! / | = number of related experiences for task

k = number of concerned workers for interruption
X = type of alternatives

Figure 3.3: Matrix of alternatives

The formulated alternativeaif(x)) are ranked by computing criteri@)(of TOPSIS method based on
Euclidean distance of the positive ideal solutibBP) and the negative ideal solutiohNP). Each
distance of the interrupted worké@®(1)) (DN(1)) and the supporting workeDP(2)) (DN(2)) to the

positive or the negative ideal solution are comgtg computing following expressions.

DP() = ZI:(EK, -E, ) DP(2) = /ZI:(EK, -E, ) (3.25)

DN@® =.[> (E'y-E, ) DN(@2) =Y (E'w-E, ) (3.26)
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Kk Kk

TDP=_|> (DP(K))’ TDN = _|> (DN(K))* (3.27)
i=1 i=1
_ TDN | = number of related experiences for task
" TDP+TDN k = number of concerned workers for interruption (3.28)

3.9 Alternative by Harmony Search

The vectors oHM are optimized by comparing and updating the nestorehat is generated randomly
according to certain conditions. Negative effecthef interruption to the workflow can be represdrae
harmony vector by applying harmony search approBic.vectors of pre task assignment to the workers
can be represented ld# by structuring operating tim@(I) to each task depending on the assigned

worker. Figure 3.4 shows the vectors of pre tasigasent M).

HM = : g = number of tasks to the workflow

h = number of workers to the workflow

Figure 3.4: Vectorsof task assignment

TheHMSin interruption is number of selectable tagfshfased on deadline of each tasks in the
workflow. All the harmonies generated in relationdifferent interruption are gathered as indexsTdan
be called as harmony index. In that case for nesuming interruption the harmony index is updated.
Parameters of pre-assignmedi) are changed by updating new vector that is géseies interruption.
The harmony of pre task assignment is changed tetlWarmony by the negative update of interruption.

Achievement of each task can be computed as oigeftinction by comparing subjective completion time
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of the assigned workers and the operating timbhdassigned tasks. The achievement ofga3k(g)) is

computed by following objective function.

h
Ta(g) = ZOT(g, 1)/SCtg,i) h = number of workers to the workflow (3.29)

i=1

The subjective completion tim&C) means estimated completion time of individual kesrto each
task based on subjective attributes of worker. Superior decision maker assigns the tasks to thken®
for completing up to the deadline of each tasksiineating individual subjective completion time bdn
their experience. Figure 3.5 indicates the estnaft) of subjective completion time according to the

above equation (3.5).

SCt,, -+ SCt,,

E= : : g = number of tasks to the workflow

SCt SCt

gl‘” ah

- )
Y

h = number of workers to the workflow

Figure 3.5: Matrix of subjective completion time by workers

The operating time of tasko{I) is usable time for the task based on deadlirtkeofask and workable
time of the assigned worker. The workable timeutydhours without break time according to employmen
conditions of organization. The score of task agmeent Ta(g)) is computed by aggregating each score of
the concerned workerk)(who are belonging to interrupted workflow. Therluer’s operating time of
non-assigned tasks is zero in pre-assignment. fidrerehe tasks of workflow are achieved by thereai
task achievemen@é(g)) over 1.0 in the above equation (3.29). Each eodan generate flexible time for
supporting another tasks by subtracting subjecibmpletion time of each tasBC{i, h)) from operating

time of assigned task®{(i, h)) as following.
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TSFih) = i (OT (i, h) ~SCt(i, h)) (3.30)

i=1

If the flexible time TSF) of the interrupted worker is exceeded by theexthje completion time of
generated new task, score of task achievementawupted worker becomes less than 1.0. Therefore,
changed vector of pre task assignment by intewops changed to the worst harmony as target vettor
harmony search. The score of task achievementeangroved by utilizing the flexible time of thehetr
workers. In order to improve the worst harmonyhaf task assignment, a new harmony vector is created
based on flexible time of concerned workers whoaaggned tasks of interrupted workflow. Althoubh t
parameters of a new harmony vector for comparin thie worst harmony is chosen from ttie!
randomly according to pre set rate in conventi¢tglwork efficiency of all tasks of interrupted woldddv
is optimized without the nurture of inexperiencearker by pre-assignment. In order to avoid thigess
proposed approach generates the comparing harneatgr\by handling subjective flexible time of the
workers. Even if the subjective completion timelw workers to the tasks is different, the usabie bf
the worker to the deadline of the assigned tasksristant. Therefore, the comparing harmony vestor
generated by changing randomly the proportion efajing time for each task among the usable time of
each worker. The subjective usable tirl8&){ of each worker is computed by aggregating thalfle time

(TSF) of the worker and each operating time of ta@k)(among the vectors of pre task assignmeiM),
9

SUt(h) =TSFi(h) + > OT(i, h) (3.31)
i=1

The worst harmony vector in interruption modeléstructured based on pre task assignment and
remaining time of subtracting the expected subjeatompletion time of interruption from the subjeet
usable time. In order to generate the new vecroufdating the worst harmony, target workend two
target taskg, y for changing operating time are chosen randombetterate new vector from selectable
tasks of the interrupted workflow. The selectedtdasy must be different task to change the score of
vectors. In order to avoid decreasing the scoadrefdy achieved tasks, either of two target tasksnust
include the task that has score of achieve lessttta When the operating time of the first tatgskx is
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reassigned randomly, selectable maximum ti@€n for the taskk is summation of the flexible time of
the target worker and each time of target tasks related to the target workein the worst harmony

vector.
OTm=TSFt(z) + OT(x,2) + OT(y, 2) (3.32)

After selecting new operating tim®T’(x,2)) of the first task, the achievement of tagk(Ta(x)) is
computed to avoid overmuch improvement in expres@d whether the score is exceeding 1.0. If the
score of achievementd(x)) is exceeding 1.0, the new operating ti®d(x,2)) of the task is reduced up
to appropriate time that can be scored to 1.0.afpeopriate new operating tim@T'(x,2)) is computed by
multiplying required score to the target workdor achieving the task by the subjective completion time
of the target task. The required score of the target workés computed by subtracting the aggregated

achievement scordd’(x)) of the concerned workers other than workgar taskx from 1.0.

Ta(x) ={Zh:OT(x, i)/SCtx i)} - (OT(x 2)/ SCx, 2)) (3.33)

i=1

OT'(x,2) = L.0O-Ta'(x))* SCt(x, 2) (3.34)

The new operating timéXT’(y,2)) for the second taskis assigned the remaining time of subtracting
the new operating timeéXT’'(x,2)) of the task from the selectable maximum tin®Tm). The score of
achievement of the taskis also computed for checking overmuch improveméné overmuch time for
achieving tasly is recharged as the flexible timESF) of the workerz. All parameters of the worst
harmony and the generated new vector are comphd aach task achievement according to the
objective function. If the total score of task asl@ment by the new vector is better than the safoitee
worst harmony, the vector of worst harmony is updaThe above comparing with the vector worst
harmony and the generated new vector is continng&dall task achievement scores are 1.0. The
conclusive scores of the updated vector is theroptid task assignment of the workflow in this

interruption.
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3.10 Conclusion

This chapter explains applied model of decisioningin work environment. Proposed DSS provides
appropriate task selection to worker in occurrimgliruption by aggregating shortening completiametof
task as objective criteria and experience of wofttieforthcoming task as subjective criteria.

In next chapter, proposed methods are appliedistimx sample model of work to evaluate validity of

recommended alternatives with comparing with cotigeal approach.
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Chapter 4

Evaluation of proposed approach

4.1 Introduction

Interruption of workflow is occurred by overlappinvgorkflows of collaborative work in office work.
Concerned workers to the interrupted workflow miagprove work efficiency to achieve related tasks.
Overmuch improvement must be avoided to keep egdentirture for pre-assigned workers. In order to
evaluate proposed approach and conventional agprpagposed algorithm is applied to existing system
development work in a company. A system developmeank is operated with sharing tasks by multiple
workers as collaborative work. Workers who haveilaimmole participate to workflow to achieve objeet
by sharing tasks of the target workflow. The pgtted workers who have history of developing aepth
system are interrupted by trouble shooting accgrttinuser inquiry. The generated activity is opeday
interrupted worker till resolving the problem. Irder to assist decision making for adaptive tasictien
in this interruption case, the proposed approacapiglied to concerned workers in certain interrdpte
workflow.

Assumed situation model for adaptive task seledtianterruption is an actual system development of
three workers in a Japanese company. Target thmekeve who have different working history are
developing a sales analysis tool in intra netwdrthe company based on assignment of project ledtier

38



sales analysis tool is developed by using MicroBadtel with VBA (Visual Basic for Applications). Eh
ranking of adaptive task selection is changed aiegrto the situation of interruption and the sehje

attributes of interrupted worker.

4.2 Normalizing subjective attributes of workers

Firstly, subjective attributes of concerned workeass working experience are computed according to
existing working report of two month by using preighted impact of tasks. The focused type of
experiences consists of type of computer languager, supporting and specification creation andrso o
Table 4.1 shows sample definitions for weightingatt of experience. The subjective attributes cdeh
target workers are calculated according to workamgprt as Table 4.2. Each score as the past acatedul

experiencesWe(i) of each worker in Table 4.2 is computed by usiggation (3.2)(3.3).

Table 4.1: Target type of experiences

Type of experiences Keywords
We() Visual Basic
We@) JavaScript
WeQ) HTML
We@) VBA
Web) Database
WeE) MS Excel
We([) User supporting
We@) Find and fix of bug
WeQ) Specification consideration
We(0) System updating
We(l1) Document creation
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Table 4.2: The subjective attributes of each worker in two month

We() | We@) | We@) | Wed) | Web) | Wep) | We(?) | We@) | WeO) | We(0) | We(l)

Worker1| 6.88 | 950 | 6.75 | 293 | 759 | 3.60 | 402 | 436 | 591 | 5.89 4.65

Worker2 | 7.38 | 10.92| 6.74 | 1.00 | 12.30| 1.00 | 1.00 | 1.00 | 7.38 | 1.00 5.09

Worker 3| 1.00 | 12.13| 9.17 | 271 | 7.18 | 3.82 | 1.67 | 1.00 | 244 | 1.00 1.00

Worker 1 who has developed first version of theesanalysis tool has experience of web system
development. Although Worker 2 has also the expedeof the web system development and database
development, he is manager who has small experiendgBA development. Worker 3 has experience of
supporting development of Worker 1 and he had lesgned to develop web application in first month.
The positive ideal solution in assumed interrupBdoation is computed by using each worker’s stthje
attributes and pre-assignment of tasks. When ttegrirption is occurred to Worker 1 by adding thekta
from another workflow as Task 7 due to troublednother system, operating time for Task 1 and fask
Worker 1 is consumed by generated Task 7. In daleomputing appropriate alternatives for improving
negative effect of the interruption to Worker lg {hositive ideal solution is computed based onctabée
pre-assigned tasks to the concerned workers. fablghows relation of workers and the pre-assigaskbs
that have same deadline in assumed interruptedtisitu The target workers in this company can work
eight hour per day.

Table 4.3: Relation of pre-assigned tasks

Operating time| Core time Assigned worke
Task 1 8.0 5.0 Worker 1
Task 2 8.0 4.0 Worker 2
Task 3 8.0 5.0 Worker 3
Task 4 8.0 4.0 Worker 1
Task 5 8.0 4.0 Worker 2
Task 6 8.0 5.0 Worker 3
Task 7 8.0 5.0 nothing
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Table 4.4 shows scores of weighted tasks by expesde worker. The weights are scored by using
fuzzy membership function according to decisionthef experienced worker to each task. Task 1 isfizug
activity for improving duplication of inserting dat Task 2 is changing activity of target database f
filtering selectable organization function. Taslks 2lesigning activity for using the system by webwser.
Task 4 is improvement activity for showing dataaily on viewer of the system. Task 5 is changing
activity of target database for adding data functidask 6 is design activity for adding data on web

browser.

Table 4.4: Weighted target tasks of same deadlinein interruption

We() | We@) | We@) | Wed) | Web) | Wep) | We(?) | WeB) | WeB) | We(0) | We(ll)

Task 1 0.1 0.0 0.0 0.0 0.2 0.0 0.2 04 00 0/1 0.0

Task 2 0.0 0.0 0.0 0.2 0.9 0.3 0.0 0)0 00 0/0 0.0

Task 3 0.0 0.1 0.5 0.0 0.3 0.0 0.0 0)0 0(2 0/0 0.1

Task 4 0.0 0.0 0.0 0.5 0.0 0.3 0.0 0)2 00 0/0 0.0

Task 5 0.0 0.0 0.0 0.2 0.9 0.3 0.0 0)0 00 0/0 0.0

Task 6 0.0 0.1 0.4 0.0 0.3 0.0 0.0 0)0 03 0/0 0.1

Task7 | 0.1 01 0.0 0.0 0.0 00| 04 04 0.0 0.0 0.0

The negative effectHCf) of Task7 to Worker 1 is computed based on thevalibe subjective

attributes of Worker 1 and the objective attribuaéJask 7.

SPf() = (8_0(?8;)312388 =0.104 (4.1)
SPf(2)=0.078, SPf(7)=0.443, SPf(8)=0.423 (4.2)
iSPf = (SPf(1) + SPf(2) + SPf(7) + SPf(8))/4 = 0.262 (4.3)
ECt=50+(iSPf*(80-50))= 579 (4.4)
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Table 4.5 shows the computed subjective compléiina for each worker according to the subjective

attributes of workers and the objective attributbepre-assigned tasks.

Table 4.5: Subjective flexible time of pre-assigned tasks

Completion time Flexible time Assigned worker
Task 1 5.66 2.34 Worker 1
Task 2 6.09 1.91 Worker 2
Task 3 5.78 2.22 Worker 3
Task 4 5.66 2.34 Worker 1
Task 5 6.09 1.91 Worker 2
Task 6 5.82 2.18 Worker 3

Therefore, the exceeding time of interrupted worf®brker 1) is 1.11 hours. The alternatives for

appropriate task selection must improve this exiogetiine by supporting of other worker.

EECt= 579—(234+ 234)= 111 (4.5)

4.3 Supporting decision making by proposed TOPSIS

Figure 4.1 shows the computed matrix of positivealdsolution according to the above pre-assignmoent

tasks and target worker’s subjective attributes.

0.10, 0.00, 0.00, 0.58, 0.17, 0.40, 0.28, 0.670,@00L2, 0.00
pis= | 0.00, 0.00, 0.00, 1.11, 0.49, 1.29, 0.00, 0.0(,0M®0, 0.00

0.00, 0.12, 0.56, 0.00, 0.20, 0.00, 0.00, 0.0%,M080, 0.80

Figure4.1: Matrix of positiveideal solution by pre-assignment
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In order to avoid overmuch improvement for the catep exceeding time of Worker 1, each score of
the negative ideal solution is computed by usirsg Essignment that is shortest completion timerd hee
90 combinations in this situation that three workperates two tasks from six tasks. The negatigalid

solution in Figure 4.2 is computed by using thek tassignment of shortest completion time within 90

combinations.

0.10, 0.00, 0.00, 0.58, 0.17, 0.40, 0.28, 0.6Q.0AL2, 0.00 | (W1: Task 1, Tas4)

0.00, 0.14, 0.68, 0.00, 0.12, 0.00, 0.00, 0.0®,040, 0.27 | (W2: Task 3, Task 6)
(W3: Task 2, Task 5)

NIS=

0.00. 0.00. 0.00. 0.71. 0.70. 0.75. 0.00. 0.000.MW@®O. 0.0

Figure4.2: Matrix of negativeideal solution

The selectable alternatives that can improve ldiirshof Worker 1 are four types of supporting in

following.

Rt(T1_W2)=111* 041/022= 204 (4.6)
Rt(T1_W3)=111* 046 /022= 233 4.7)
Rt(T4_W2)=111* 071/042= 189 (4.8)
Rt(T4_W3)=111* 053/042= 142 (4.9)

Task 171) and Task 4{4) of Worker 1 are selectable by Worker\®2) and Worker 3\W3). The
required time Rt) for each worker is changed by supported taskeeSiVorker 2 and Worker 3 have two
tasks, the number of alternatives is changed tat &g changing applied flexible time of tasks.

Table 4.6 shows each score of alternatives forampg required time of Worker 1. These scores are
used to compute the distance of the positive idelition and negative ideal solution as Table Adns.
The appropriate alternative in this situation ig(A)l that Task 4 of Worker 1 is supported by utilg

flexible time of Task 3 of Worker 3.
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Table 4.6: Scores of alter nativeswithout similar document

We() | We@) | We@) | Wed) | Web) | WeB) | We() | WeB) | WeQ) | We0) | We(l)
Alt(1) 0.06 | 0.00 | 0.00 | 049 | 0.11 | 0.32 | 0.18 | 0.49 | 0.00 | 0.07 0.00
TltoT2,T50f| 0.03 | 0.00 | 0.00 | 1.05 | 047 | 1.24 | 0.29 | 045 | 0.00 | 0.17 0.00
w2 0.00 | 0.12 | 0.56 | 0.00 | 0.20 | 0.00 | 0.00 | 0.00 | 0.85 | 0.00 0.80
Alt(2) 0.06 | 0.00 | 0.00 | 049 | 0.11 | 0.32 | 0.18 | 0.49 | 0.00 | 0.07 0.00
T1toT5,T2of| 0.03 | 0.00 | 0.00 | 1.04 | 047 | 1.22 | 0.29 | 0.45 | 0.00 | 0.17 0.00
W2 0.00 | 0.12 | 0.56 | 0.00 | 0.20 | 0.00 | 0.00 | 0.00 | 0.85 | 0.00 0.80
0.06 | 0.00 | 0.00 | 049 | 0.11 | 0.32 | 0.18 | 0.49 | 0.00 | 0.07 0.00
Alt(3)
0.00 | 0.00 | 0.00 | 1.11 | 049 | 1.29 | 0.00 | 0.00 | 0.00 | 0.00 0.00
T1to T3 of W3
019 | 0.11 | 049 | 0.00 | 0.23 | 0.00 | 0.22 | 0.48 | 0.78 | 0.19 0.73
0.06 | 0.00 | 0.00 | 049 | 0.11 | 0.32 | 0.18 | 0.49 | 0.00 | 0.07 0.00
Alt(4)
0.00 | 0.00 | 0.00 | 1.11 | 049 | 1.29 | 0.00 | 0.00 | 0.00 | 0.00 0.00
T1to T6 of W3
0.19 | 0.11 | 050 | 0.00 | 0.23 | 0.00 | 0.22 | 0.48 | 0.77 | 0.19 0.73
0.08 | 0.00 | 0.00 | 044 | 0.13 | 0.27 | 0.22 | 0.51 | 0.00 | 0.09 0.00
Alt(5)
0.00 | 0.00 | 0.00 | 1.39 | 0.44 | 1.49 | 0.00 | 0.27 | 0.00 | 0.00 0.00
T4 to T2 of W2
0.00 | 0.12 | 0.56 | 0.00 | 0.20 | 0.00 | 0.00 | 0.00 | 0.85 | 0.00 0.80
0.08 | 0.00 | 0.00 | 0.44 | 0.13 | 0.27 | 0.22 | 0.51 | 0.00 | 0.09 0.00
Alt(6)
0.00 | 0.00 | 0.00 | 1.38 | 0.44 | 1.48 | 0.00 | 0.27 | 0.00 | 0.00 0.00
T4 to T5 of W2
0.00 | 0.12 | 0.56 | 0.00 | 0.20 | 0.00 | 0.00 | 0.00 | 0.85 | 0.00 0.80
0.08 | 0.00 | 0.00 | 044 | 0.13 | 0.27 | 0.22 | 0.51 | 0.00 | 0.09 0.00
Alt(7)
0.00 | 0.00 | 0.00 | 1.11 | 049 | 1.29 | 0.00 | 0.00 | 0.00 | 0.00 0.00
T4 to T3 of W3
0.00 | 0.11 | 052 | 0.21 | 0.18 | 0.10 | 0.00 | 0.22 | 0.81 | 0.00 0.76
0.08 | 0.00 | 0.00 | 0.44 | 0.13 | 0.27 | 0.22 | 0.51 | 0.00 | 0.09 0.00
Alt(8)
0.00 | 0.00 | 0.00 | 1.11 | 049 | 1.29 | 0.00 | 0.00 | 0.00 | 0.00 0.00
T4 to T6 of W3
0.00 | 0.11 | 052 | 0.21 | 0.18 | 0.10 | 0.00 | 0.22 | 0.81 | 0.00 0.76
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Table 4.7: Scoresand ranking of alter natives without smilar document

TDP TDN C Ranking

Alt(1) | 0.624 | 2.625| 0.8080 No.5

Alt(2) 0.626 2.613 0.8067 No.6

Alt3) | 0.659 | 2.623 | 0.7993]  No.7

Alt(4) 0.660 2.619 0.7987 No.8

Alt(5) | 0512 | 2.854 | 0.8479] No.4

Alt(6) 0.504 2.846 0.8495 No.3

Alt(7) | 0.420 | 2512 | 0.8572] No.l

Alt(8) 0.421 2.519 0.8569 No.2

However, the ranking of alternatives are changing dpplying similar documentation to the
supporting workers. When the documents that ardenriby target workers can be utilized as Table 4.8

shown, the similarity for the supported tasks isnpated to shorten required time for the supporting

workers.
Table 4.8: Proportion of term frequency for documents

We@) | We@) | We) | Wed) | Web) | Wep) | We(?) | WeB) | WeB) | We(0) | We(ll)
D1 Written

0.0 0.0 0.0 0.0 0.5 0.0 0.1 0.3 0.0 0.1 0.0
by Worker 1
D2 Written

0.4 0.0 0.2 0.0 0.2 0.2 0.0 0.¢ 0.0 0.0 0.0
by Worker 2
D3 Written

0.0 0.5 0.2 0.0 0.3 0.0 0.0 0.¢ 0.0 0.0 0.0
by Worker 3

45



Table 4.9 shows similarity of tasks and documeated on Table 4.8.

Table 4.9: Computed similarity of tasks and documents

Type of Documents  Similarity
D1 0.82
Task 1 D2 0.30
D3 0.19
D1 0.68
Task 2 D2 0.49
D3 0.39
D1 0.15
Task 3 D2 0.40
D3 0.52
D1 0.16
Task 4 D2 0.18
D3 0.00
D1 0.68
Task 5 D2 0.49
D3 0.39
D1 0.16
Task 6 D2 0.36
D3 0.49
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The required time for supporting workers is changgdapplying most similar document. Since the
similarity of D1 to Task 1 in Table 4.9 is high atie experiences of document creator (Worker h)gh,

the required time for Task 1 is reduced longer ffask 4 as following.

R{T1_W2) = 111* 019 /022= 095 (-1.09) (4.10)
RY(T1_W3) = 111* 020 /022= 100 (-1.33) (4.11)
R{T4_W2) = 111* 076 /042= 180 (-0.09) (4.12)
R{T4_W3) = 111* 051/042= 136 (-0.06) (4.13)

Table 4.10 shows changed ranking of alternativeagplying similar document. Despite the score of
experience for Worker 3 to Task 1 and Task 4 isdrighan Worker 2, the supporting of Worker 2 tekTa

is best score of alternatives in this situation.

Table 4.10: Scores and ranking of alternativeswith similar document

TDP TDN C Ranking

Alt(1) | 0.415 | 2616 | 0.8632] No.l

Alt(2) 0.416 2.609 0.8626 No.2

Alt3) | 0.417 | 2612 | 0.8624 No.3

Alt(4) 0.417 2.611 0.8622 No.4

Alt(5) | 0501 | 2.848 | 0.8504] No.8

Alt(6) 0.494 2.840 0.8519 No.7

Alt(7) | 0.411 | 2524 | 0.8599] No5

Alt(8) 0.412 2.522 0.8596 No.6
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Figure 4.3 indicates graph for comparing expectguegence of each worker (W1, W2, W3) by
proposed approach and conventional approach. Nl€omsputed by conventional TOPSIS based on
objective criteria. Proposed approach (Alt7 andLAlXl) minimizes decrease of expected experience as

subjective profit by interruption than conventioagbroach based on result of the graph.

3.50
3.00
250 +——

 \\/1
2.00 -

W2
1.50 - V3
1.00 - = Ave
0.50 -
0.00 -
PIS Alt7 Alt 1 D1 NIS

Figure 4.3: Graph of expected experience by alter natives

4.4 Supporting decision making by proposed HS

In order to compare with alternatives of propos@PFEIS and proposed HS, same case model is used in
this section. Table 4.11 shows the computed subgecompletion time of the workers per hour to each

task according to equation (3.5).
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Table 4.11: Estimated subjective completion time to each task

Concerned Workers
Selectable tasks Pre-assignment
Worker 1 | Worker 2 | Worker 3

Task 1 5.66 6.22 6.39 Worker 1
Task 2 5.46 6.09 5.49 Worker 2
Task 3 5.54 5.49 5.78 Worker 3
Task 4 5.66 6.83 6.13 Worker 1
Task 5 5.46 6.09 5.49 Worker 2
Task 6 5.56 5.50 5.82 Worker 3
Task 7 5.79 6.27 6.44 Interruption

The above selectable tasks has same deadline.afdpet twvorkers operate the tasks in two days
because the target workers in this company can wigtkt hour per daylable 4.12 shows the harmony
memory of the pre-assignment. The scores of eathdehievement are 1.0. The flexible time of each
worker is computed by subtracting subjective commtetime of assigned tasks from workable timeved t

days.

Table 4.12: Harmony memory of pre-assignment

Selectable Concerned Workers Scor e of
tasks Worker 1 | Worker 2 | Worker 3 achievement
Task 1 5.66 0.00 0.00 1.00
Task 2 0.00 6.09 0.00 1.00
Task 3 0.00 0.00 5.78 1.00
Task 4 5.66 0.00 0.00 1.00
Task 5 0.00 6.09 0.00 1.00
Task 6 0.00 0.00 5.82 1.00
Flexible time 4.68 3.82 4.40 -
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When an interruption ensemble as Task 7 occursak&¥ 1, the score of achievement is changed by
reducing operating time and flexible time of WorkerTable 4.13 shows the worst harmony by applying

interruption as harmony index.

Table 4.13: Worst harmony by interruption

Selectable Concerned Workers Scor e of

tasks Worker 1 | Worker 2 | Worker 3 achievement
Task 1 455 0.00 0.00 0.80
Task 2 0.00 6.09 0.00 1.00
Task 3 0.00 0.00 5.78 1.00
Task 4 5.66 0.00 0.00 1.00
Task 5 0.00 6.09 0.00 1.00
Task 6 0.00 0.00 5.82 1.00

Flexible time 0.00 3.82 4.40 -

The all flexible time of Worker 1 is consumed byngeated Task7. The score of task achievement for
Taskl is decreased by exceeding the consumed finméearuption. Table 4.14 shows the updated vector

by applying subjective improvement.

Table 4.14: Updated har mony by proposed approach

Selectable Concerned Workers Scor e of
tasks Worker 1 | Worker 2 | Worker 3 achievement
Task 1 4.55 0.00 2.33 1.00
Task 2 0.00 6.09 0.00 1.00
Task 3 0.00 0.00 5.78 1.00
Task 4 5.66 0.00 0.00 1.00
Task 5 0.00 6.09 0.00 1.00
Task 6 0.00 0.00 5.82 1.00

Flexible time 0.00 3.82 2.07 -
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Proposed HS approach recommends supporting of W8rteTask 1 of Worker 1 as appropriate task
selection in this situation. This alternative mesasie alternative with Alt 3 of proposed TOPSIS.

Table 4.15 shows the updated vector by conventidmaimony search based on objective

improvement.
Table 4.15: Updated har mony by conventional approach

Selectable Concerned Workers Scor e of
tasks Worker 1 | Worker 2 | Worker 3 achievement
Task 1 0.92 2.83 3.79 1.21
Task 2 2.66 1.37 2.70 1.20
Task 3 1.23 5.56 0.70 1.35
Task 4 4.38 1.37 1.26 1.18
Task 5 0.83 2.08 3.81 1.19
Task 6 0.20 2.79 3.75 1.19

Flexible time 0.00 0.00 0.00 -

Recommendation for selecting appropriate taskshibyabove results of conventional harmony search
is to change engagement of all selectable tasksh warker must engage to all tasks and overmudh tas
achievement is invoked by this update.

Figure 4.4 shows graph of expected experience bpgzed approach and conventional approach.
Each score of expected experience in y-axis is at@cpbased on each result of harmony memory byusin
equation (3.2)Pre in Figure 4.4 means expected experience bygsighment. P-HS and C-HS mean
proposed harmony search and conventional harmcergtseSubjective profits by subjective criteria are
expected by pre-assignment as common objectivereldre, counted scores of each type of experiences

are focused only expected type into pre-assignment.
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Figure 4.4: Comparing expected experience of workers

The above graph indicates that proposed approatimimes decrease of subjective profits for worker

than objective improvement approach.

4.5 Conclusion

This chapter has indicated validity of alternativieg proposed approach through comparing with
conventional approach. Subjective criteria havenbalgle to aggregate to objective criteria by redgci
uncertainty for expected experience of worker. diditon, ranking of alternatives in proposed TOPSIS
were improved by reducing uncertainty of subjectivieeria through applying similar document. Alttybu
proposed Harmony Search could not provide besttisnlusubjective solution without depending on
number of alternatives has been able to be recouheadein this situation.

The proposed approach has indicated that expedemoeker is not always appropriate supporter in
the improvement of certain interruption. Howeverer if there are alternatives to get higher prigiitthe
organization with improving the negative impact inferruption, the proposed approach recommends
alternatives to the interrupted worker based onabggnment of the superior decision maker. Thesgfo
the alternatives for assisting decision making émtain interruption by the proposed approach cannot
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optimize the objective of the pre-assignment bydastmation of the superior decision maker accgrdn
the objective of organization.

Proposed approach normalized context of workertaskl in time parametric view point by utilizing
only experience. Context of interruption has uraiety thus there are many types of subjectivebaiteis
of worker. Although the risk of interruption is lesson the operation time consumed for the workfilow
certain time, uncertain context of interruption mbg reasoned for more appropriate supporting the

decision making of the interrupted worker as futuoek.
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Chapter 5

Conclusions

5.1 Introduction

Proposed approach can select appropriate alteesaiiv decision making of changing situation by
involving subjectivity based on normalized subjeetattributes of decision maker. Conventional TCGPSI
method and Harmony Search method are extended dyiragp changed situation. The scores of positive
ideal solution and negative ideal solution of TOP$lethod is adjusted to the interrupted workflow by
aggregating subjective attributes of the worker abgctive attributes of the task. In addition, erainty
of subjective attributes is reduced by applyingilsindocumentation.

Meanwhile, proposed Harmony Search finds altereafrr adjusting changed situation without
depending on number of alternatives. Although psepoHarmony Search provides alternative that keeps
subjective profit, best solution to the decisionking for adaptive task selection cannot be recontadn

because results of updated vector is rank severgharnatives of proposed TOPSIS.
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5.2 General conclusions and Future works

This thesis indicates that applying subjective liiglence to DSS is important to enhance validity of
ranking alternatives. In addition, subjective atites of decision maker have many types of uncertai
benefits for subjective criteria. | believe DSS dmes more familiar tool for enrich the life of péoby
further improvement of fitting criteria to situatio

As future work, this study should analyze the scibje attributes of decision maker to provide
suitable alternative in which uncertainty of sulijee criteria is clarified using big data or knowtge from

worker history.
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